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Thermal Turbulent Boundary Layer 
Under Strong Adwerse Pressure 
Gradient Near Separation 
The problem of the thermal turbulent boundary layer under the influence of strong 
adverse pressure gradients near separation is analysed by the method of matched 
asymptotic expansions. The limit corresponding to the neighborhood of separation, 
as formulated by Afzal [3], is employed. The thermal boundary layer problem is 
analysed using the appropriate inner and outer expansions (both above the thermal 
wall layer). It is found by matching that there exists an inertial sublayer where 
temperature distribution obeys the inverse half power laws. The comparison of the 
theory with the measurement shows that the slope and intercept of the wall (.inner) 
law may be regarded as universal numbers, whereas the intercept of outer law shows 
a linear dependence on T„/Spx. 

1 Introduction 

The problem of thermal turbulent boundary layer ap­
proaching separation under the influence of a strong adverse 
pressure gradient has received little attention in the literature. 
Perry, Bell, and Joubert [1] have analysed the temperature 
distribution in the wall region, but the agreement of their 
theory with the measurements is not satisfactory. Further, no 
attention is paid to describing the flow in the outer region, 
away from the wall. Tetervin [2] has studied the effects of 
pressure gradient on the heat transfer by estimating the 
Reynolds analogy factor. However, for large pressure 
gradients its utility is limited as the Reynolds analogy between 
momentum and heat transfer is not valid. Also, near 
separation the skin friction approaches zero and the Reynolds 
analogy factor become unbounded. 

In this paper, the problem of the thermal turbulent 
boundary layer approaching separation is analysed using the 
method of matched asymptotic expansions. The 
corresponding momentum boundary layer problem has been 
studied by Afzal [3]. The momentum boundary layer, 
following the earlier work of Stratford and Townsend (see 
Townsend [4]) has been extensively studied. None of these 
proposals made so far is in satisfactory agreement with the 
experiments (Samuel and Joubert [5]). Recently Kader and 
Yaglom [6] have considered the problem using similarity and 
dimensional arguments. A detailed comparison of Kader and 
Yaglom [6] shows that while there are some similarities, the 
results [3] are different on a variety of points. It is shown that 
Afzal [3] has achieved a more rational solution to the 
problem, and the comparisons with experiments are also in 
better agreement. 

2 Equations 

The thermal boundary layer equations for the two-
dimensional mean turbulent motion of an incompressible 
fluid are 

du dv 

dx dy 
= 0 (1) 

du 

Hx 
du_ 

dy 
+ v— = -px/p + v- • + 

dr 

~dy~ 
1L 

dx 
(2) 
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px=-pUUx 

dT dT v d2T dQ 

dx dy a dy1 

The boundary conditions are 
dy 

0) 

(4) 

y = Qt u = v = r= r = G = 0, T=Tw(x) (5) 
y-ooU-U(x);T, r , e - 0 , T-Ta (6) 

Here .v and y are the coordinates measured along and normal 
to the surface, u and v are the mean velocity components in x 
andy directions, respectively, and Tis the temperature, rand 
f are Reynolds shear and normal stresses, and Q is the ap­

propriate Reynolds heat flux. U(x) is the freestream velocity, 
Ux(x) is the streamwise velocity gradient, px is the pressure 
gradient, T„ and T„ are the wall and free stream tem­
peratures. Further, v is the kinematic molecular viscosity, p 
the density and a is the molecular Prandtl number. 

3 Velocity Profile 

We here briefly describe the arguments of Afzal [3] for the 
momentum boundary layer approaching separation under the 
influence of an adverse pressure gradient. The chief non-
dimensional parameters are 

Rp = Upb/v, 
(7) 

A =Tw/5px 

Up=(vpx/p)'\ Us = (5px/p)y' 

where <5 is the boundary layer thickness, and T„, is the wall 
shear stress. The limit that is appropriate to the strong adverse 
pressure gradient boundary layer near separation (Afzal [3]) is 

Rp~<x,A-0,ARp=O(l) (8) 

The momentum boundary layer equations are analysed using 
the appropriate outer and inner expansions, both above a wall 
layer possibly scaling with TW and v. 

The outer variables are 

»-i: Ux/Udx, Y=y/8 (9) 

u=UdF/dY, T=UJG(X,Y), \ = Ul\(X,Y). 

The outer limit is defined as X, Y fixed for Rp — oo, and the 
outer expansions are 

F=F0(X,Y) + (t/6/C/)F, (X,Y) +0(U6/U) (10) 

G = G0(X,Y) + (Us/WG^Y) +0(Us/U) 

f = [0(X,Y)+0(l) 

Journal of Heat Transfer AUGUST 1982, Vol. 104/397 
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The lowest order terms lead to the equations that correspond 
to the development of a nonlinear wake. Under a constant 
eddy viscosity (vT = U &*/Rs, where 5* is the displacement 
thickness and Rs is the universal eddy Reynolds number [4]) 
closure model and self-similar transformation 

F0(X,Y)=eh(v) 

Y=et) 

e2=-$U8*/(b2UxRs) 

P=a/(l+a) 
a^Ux8/(U8x) 

the lowest order velocity profile is governed by 

h'" +hh" +(3(1 - / T 2 ) = 0 

/!(0) = 0,/l"(0) = 0, /i'(oo) = 1 

a Falkner-Skan equation for wakes. At 
separation /i'(0) = 0, the solution leads to 

01) 

(12) 

the point of 
3 = ft, = -

0.1988, and the normalized profile is in very good agreement 
with the Coles wake function. An approximate solution of the 
above problem gives the velocity at the axis [7] 

Fi(X,0)= l - 1.363(1 +20)/(l +/S) (13) 

needed for matching the outer expansions with the inner 
expansions. It may be pointed out that first of the relations 
(10) is different from the usual defect law as the reference 
velocity is not independent of Y. 

The inner variables are 

dx, $=yUp/v (14<?) H: £ 

df 
(HA) 

where £ (x) is the order of streamwise flow variations in the 
inner layer. The inner expansions are 

(16a) 

(16ft) 

(17) 

/ = / i « , 0 + 0(1) (15) 

* = S i « , » + 0(l) 

7 = 7 i « . 0 + 0(l) 

The matching of the outer and inner expansions by Millikan's 
. [8] argument shows that there exists an inertial sublayer where 
the velocity distribution obeys the half power laws 

u/Up=A(A)?/>+C(ARp),{-oo 

ul U=Fi (X,0) + (U51U) [A (A) Y'A 

+ D(X,A,0, . .)],Y-0 

along with the relation 

Fi(X,Q) = C(ARp)Up/U-D(X,A,P, • -)U&/U 

Here FQ(X, 0) is the velocity at the surface, given by the 
solution of Falkner - Skan equation (12) for wakes. The 
matching of Reynolds stress leads to 

gl=&t+/\Rp r - ° ° (18a) 

o , = d y + A y - o (186) 

where a is a constant of order unity. 
The comparison of present theory with all the two-

dimensional measurements (Coles and Hirst [9]) for A "S. 0.2 
leads to the results [3, 7] given below 

^ = 3.5 + 19A (19) 

C= 2.5ARp -0.012(/\Rp)
2,0< ARp < 100 

D = 0.65(0-0O) +0(A) 

4 Analysis for Thermal Boundary Layer 

The thermal boundary layer equation (4) along with the 
boundary conditions (5) and (6) are analysed here in terms of 
inner and outer layers, both above the thermal wall layer, 
possibly scaling with surface heat flux q„ in addition to T„ 
and v. 

N o m e n c l a t u r e 

nondimensional velocity 
gradient 
slope of inverse half power 
law 
intercept of inverse half 
power wall law 
specific heat 
intercept of inverse half 
power outer law 

h(y\) = self-similar lowest order 
outer velocity profile 
shape factor 
slope of law (64«) 
outer scale of flow variation 
in x direction 
inner scale of flow variations 
in x direction 
pressure 
pressure gradient 
nondimensional Reynolds 
heat flux in inner layer 
heat flux at the wall 
Reynolds heat flux 
nondimensional Reynolds 
heat flux in outer layer 
local Reynolds number 
(UL/v) 
characteristic Reynolds 
number (Up8/ v) 

A, = 

C, = 

D, = 

H 
K 
L 

£ = 

P 
Px 

Q 

Q 

Q 

RL = 

Rn 

Rs 
Rx 

St 
T 

T 
1 p 

T 
T„ 
Th 

u 
U(x) 

UP = 
Us = 

uT = 
x = 

y = 

x = 
Y = 
a = 
0 = 

Ho = 

8 = 
5* = 

r = 

eddy Reynolds number 
local Reynolds number 
(Ux/v) 
Stanton number 
temperature 
inner scale for temperature 
wall temperature 
free stream temperature 
outer scale for temperature 
streamwise flow velocity 
free stream velocity 
velocity gradient 
inner scale for velocity 
outer scale for velocity 
friction velocity 
coordinate along the wall 
coordinate normal to the 
wall 
nondimensional x-coordi-
nate in outer layer 
outer variable 
kinematic pressure gradient 
pressure gradient parameter 
[a/(l+a>] 
value of 0 = -0.1988 at 
separation 
boundary layer thickness 
displacement thickness 
normal Reynolds stress 

ep 

e& 

k 

r 
V 

e 
& 

eT A 

V 

"T 

P 
a 

°t 
T 

Tw 

fi 

= 

= 

= 

= 
= 

= 

= 

= 
— 

= 

= 
= 
= 
= 
= 
= 
= 

Subscript 

X = 

inner scale for Reynolds heat 
flux 
outer scale for Reynolds 
heat flux 
nondimensional x-coord-
inate in inner layer 
inner variable 
similarity variable for outer 
layer 
nondimensional temperature 
in inner layer 
nondimensional temperature 
in outer layer 
friction temperature 
characteristic parameter 
(TW/8PX) 
molecular kinematic viscos­
ity 
eddy viscosity 
density of fluid 
molecular Prandtl number 
turbulent Prandtl number 
Reynolds shear stress 
skin friction 
kinematic heat flux at the 
wall 

total differentiation with 
respect to x 
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The inner limit is defined as £, f and a fixed for Rp — oo. 
Let us consider the following inner variables 

6={T-Tw)/Tp (20) 

<? = Q/e„ (21) 

where Tp and ê  are the scales of temperature and Reynolds 
heat flux in the inner layer. Introducing these variables in the 
thermal boundary layer equation (4) and integrating once with 
respect to f we get 

86 Q 

T U 
1 pwp 

q= U T 
^ p 1 p 

Up£ f 
Jo 

dTw dT, 

Tpdi TpdZ 
s-e) 
it / 3f 

df_ de_ 

dt 

3£ 
de 

(22) 

and 

Q = qw/pCp (23) 

In the inner region the molecular conduction and Reynolds 
heat flux are expected to be of equal order, implying 

ep = UpT„ (24) 

If the surface heat flux qw is nonzero, then the first term on 
the right hand side of (22) is also of order unity and this 
provides us the magnitude of the temperature fluctuation 

TP = Q/Up (25) 

It therefore follows that the order of the Reynolds heat flux is 
the product of the orders of velocity fluctuation Up and 
temperature fluctuation Tp. 

The inner asymptotic expansions may be written as 

T=Tw + Tpedtn+0(Tp) 

Q=U/,Tpgla,n+0(UpTp) 

The leading terms satisfy the following equation 

, 30, 

sr 
+ <?, = ! 

(26a) 

(26b) 

(26c) 

which shows that in the inner region the total heat flux is 
constant. 

The outer limit is defined as X, Y fixed for Rp — oo. The 
outer variables are 

d=T/Ta„Q = Q/ed (27) 

where es is the scale of Reynolds heat flux. The order of 
velocity fluctuation in the outer layer is Us [3]. If the order of 
temperature fluctuations in the outer layer is Ts then it 
follows that es should be of order Us Ts. Without loss of 
generality let 

t, = UbT& (28) 

In terms of outer variables (9), (27), and (28), the thermal 
boundary layer equation (4) becomes 

dF dd dO dd dF d& 
* +CF-— + dY 

where 

dY 3X dY dY dX 

ad2Ur dY2 

T6/T„ 

UJU 

C-- • 0 + — ) 

(29) 

(30a) 

(306) 

As the outer scale for temperature is Ts, the outer expansions 
for temperature and Reynolds heat flux may be written as 

d=d0(X,Y) + (Ts/T„)dl(X,Y)+ . . (31a) 

Q=Qo(X,Y) + (Ts/Toa)Ql(X,Y)+ . . (316) 

The equation governing the lowest order terms in (31) using 
(10) is given by 

BFo ddo 

dY dX 

The first order terms in (31) are governed by 

8Fo (Hh_ 

dY dX 

° dY + C ^ ° 8Y+ dX dY 

, dQi _ ddi „ dF0 dF0 3tf, 
6 — +CF0—- + C, — - # , + —- —-

dY ° dY ' dY ' dX dY 

= 0 (32) 

+ 

where 

3t?„ dF, dd. o {C + C^lf+ dX dY 

r - u T* 

dY dX 
^J/6 = 0 (33) 

• 1 + 
U U; &• 

(34«) 

(346) 

Here subscript x is used to denote the total differentiation 
with respect to x. The equations (32) and (33) represents the 
temperature distribution associated with the outer wake like 
flow. 

The matching of inner and outer expansions is now carried 
out in the overlap domain. Using the conventional matching 
principle (Van Dyke [10]), the temperature distribution in 
inner and outer layer requires 

lim [r.,, + 7^,(£,£)]~lim [T^MXY)+ TS^(X,Y)] (35) 
Y fixed f fixed 
Rp-oo /ip-oo 

By applying the limit process, the above relation may be 
written, for fixed Rp, as 

Tw + TpOi(M~<»)~Ta,d0{X,Y-0) + TB&l(X,Y-~0) (36) 

This is a functional equation, the solution of which is ob­
tained by following the Milliken's [8] argument. Dif­
ferentiating (36) with respect to y we get 

U T 
Up1 P 

30, 
8 

3<?o + Ts 8tf, 
(37) 

v <Jf o dY ' b dY 

To proceed further we need to determine Tp/T6. The match­
ing of the Reynolds heat flux expansions (266) and (316) 
demands 

TBUn = TtU,, (38) ' p^p A8 

Eliminating Tp/T5 between the relations (37) and (38), we get 

T, 
r 
.3/2 " i V3/2 ^ £ + V3/2 ^ i 

dY dY d{ T5 

To the lowest order we have 

r 3 / 2 ^ _ 0 a s y _ 0 

dY 

and now the relation (39) reduces to 
dd. ddl 

(39) 

(40) 

(41) f3/2 " " ' _ y-3/2 
S 3f dY 

The relation (41) implies that each side should approach a 
function, say A,, independent of fand Y. The solution to the 
equation (41) is 

0 , = , 4 , r M - C „ { - - o o (42a) 

dl=A,Y-'/!+Dl, Y-0 (426) 

where C, and D, are functions of integration. Substituting 
(42) into (36) we get the relation for the heat transfer law as 

Tw - Tx tf0 {X,0)= Tp C, + T6Dt (43) 
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The matching of Reynolds heat flux, similarly leads to 

9 i « , n - l . r ~ ° ° (44a) 

Q0(X,Y)-1 . Y-0 (44b) 

It may be noted that in the matching procedure, the depen­
dence of A,, C,, and D, on the parameters of the problem 
remain hidden (Afzal [11]). As there is no common parameter 
in the inner (26) and outer equation (32), it is suggested that 
A, may be a universal number. However, if the interaction of 
the thermal layer with the momentum layer is significant, then 
A, could depend on the parameter A of the momentum 
boundary layer. Therefore, we write 

A,=A,(A) (45) 

Likewise, the intercept C, in the wall law (42) could possibly 
depend on ARP (a parameter of inner momentum layer). 
Further, if the inner thermal equation (26) contains a as a 
parameter, the intercept C, may be written as 

C, = C,(«7,AR„) (46) 

Similarly, the dependence of outer law (426) intercept D, may 
be expressed as 

Dt=Dt(X,A,p,Xm, • • •) (47a) 

where \m is defined by 

U dm 

It is instructive to analyse the outer temperature 
distribution by using a constant eddy conductivity closure 
model 

Q= 
vr 

dT 
(48) 

a, dy 

where a, is the turbulent Prandtl number. To the lowest-order 
relation (48), using (27) and (31) yields 

°'bQ°=*wx-d
 (49) 

Substituting (49) in the order outer equation (32) and using the 
relations (11), we get 

ddp 
dv

2 dri 
ddo_ 

dx =o (50) 

The boundary condition at the outer edge is 

d0(X,°°)=\ (51) 

The matching condition (44b), along with the relations (11) 
and (49), gives a condition at the wall 

y S (X,0) = ff,/S(7-w/r. - l)St(5Rs/8*)'/! 

where St is a Stanton number defined by 

F 
St = 

U(T„-T„) 

(52) 

(53) 

It may be noted that at large Reynolds number the Stanton 
number is small and the right hand side of (52), as shown by 
data [1, 12], can be approximated to 

d#0 

drj 
(*,0) = 0 (54) 

Now the solution to equation (50), under boundary conditions 
(51) and (54), is 

0 o ( * , r ) = l (55) 
In view of relation (55), the outer expansion for temperature 
(31a) reduces to 

T=Ta, + Tsdl(X,Y) + . . (56) 

a defect law of usual kind as reference temperature is in­
dependent of Y. Also in view of (55), the matching relations 
(43) for heat transfer law simplifies to 

Tw-T„ = TpCt + T,D, (57) 

5 Results and Discussion 

The main results of the present analysis for the temperature 
distribution in the overlap region of inner and outer layer are 

(T-Tw)/Tp~A,(A)r'A-Ct(a,ARp),{~°o (58) 

(T-T0,)/T6~At(A)Y-'/>+Dt(X,A,t3,Xm, . . .),Y~0 (59) 

The relation (58) may be termed as the inner law and (59) as 
the outer law. The heat-transfer relation (57) may be ex­
pressed in terms of Stanton number (53) as 

St"1 = R'l'C, + (8/L)~ y'D, (60) 

Here RL is a Reynolds number defined by 

RL = UL/v,L=-U/Ux (61) 

The inner and outer scales of temperature are related by 

TpUp = T5Us = qw/(PCp) (62) 

A comparison of present theory with the measurements [1, 
12] in air (a = 0.71) is made. The data [12] in terms of inner 
and outer layer coordinates are displayed in Figs. 1 and 2, 
respectively. The figures show that the substantial inverse 
square root regions do, in fact, exist as proposed by relations 
(58) and (59). In view of the fact that the data covers a small 
range of A, it is not possible to ascertain that slope A, depends 
on A. To a good engineering approximation the slope may be 
regarded as a constant, i.e., A, = - 2 . 8 . 

Figure 1 also shows that the inverse half-power law for 
temperature exists in the range 0.15 < (v/yUp)

Vl < 0.35. For 
the same data [12] the half-power law (16a) for velocity 
profile exists for the range 3 < (yUp/v)'A < 10 [7]. 
Therefore, the domains of validity of the half-power law for 
velocity distribution and inverse half-power law for tem­
perature distribution are roughly the same. Further, the 
departure of the data in Fig. 1 from inverse half-power law 
for (v/yUp)

Vl < 0.15 corresponds to the outer layer. This 
departure is due to the temperature distribution associated 
with the outer wake-like flow and may be analysed with the 
help of (32) and (33). 

The expression (58) for inner (wall) law shows that intercept 
C, is possibly not a universal function, and for a given a could 
depend on ARp. The values of intercept Ct, from Fig. 1, are 
displayed in Fig. 3 against ARp. In the same figure, we have 
also displayed the value of C, obtained from Fig. 13 of [1]. 
From the scatter in Fig. 3, it is not easy to ascertain that C, 
depends on ARp, but C, = 3 . 6 would not be inconsistent with 
the data. The inner law (58) may now be written as 

(Tw ~T)/Tp~2.%(v/yUp) » + 3.6 (63) 

The relation (63) may be compared with the wall law of Perry 
e ta l . [ l ] , 

(TK-T)/er=K(a)(ay/U2)-'A+Adl/eT (64a) 

A0, A0, / Ul \ 

0r dr \ av / 

where 6T (= qw/pCpU7) is the friction temperature, UT is the 
friction velocity and a ( = Px/p) is the kinematic pressure 
gradient. The correlation (64b) for the intercept describes the 
data for U\/av < 100 (see their Fig. 13), and for U\/av > 
100 their correlation fails even though the pressure gradient is 
quite large. On the other hand, the present relation (63) not 
only describes all the data but also reveals the universality of 
the intercept. Further, the slope K(a) in their law (64a) 
depends on Prandtl number, a, whereas the present relation 
(58) shows that the slope is independent of a. If this were not 
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Fig. 1 Temperature distribution in law-of-the-wail (58) coordinates (for 
legend, see Fig. 2) 

i£/«*[i j 

Fig. 2 Temperature distribution outer law (59) coordinates 
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Fig. 3 Intercept C, of the law-of-the-wail (58) 
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Fig. 4 Intercept D, of the outer law (59) 

so, then the inertial sublayer (overlap region) would depend 
on the molecular transport processes and the flow cannot be 
regarded as fully developed turbulence. 

Figure 2 shows that the intercept of the outer law (59) is not 
a universal number. The present theory shows that the in­
tercept D, could depend on a variety of parameters, X, A, (3, 
X,„, and the history of motion. If the outer layer is assumed to 
be in equilibrium and the interaction with the momentum 
layer is significant, then to a first approximation D, may be 
expected to depend on 0 and A. The data [12] cover a small 
range for values of /3, and it is not easy to analyse the 
behaviour of D, in terms of j3. The data [12] for intercept D, 
are therefore displayed again A in Fig. 4. In the figure, the 
small horizontal lines show the uncertainty in the value of A 
associated with the different values of skin friction given in 
[12]. Figure 4 shows that a linear relation 

£>,=8.5-74A (65) 

offers a very good approximation to the data. The outer law 
(59) may now be written as 

(Ta-T)/Ts~2.&Y~'/'-D„Y~0 (66) 

The heat-transfer data is displayed as St ~' versus (a Rx)
l/] in 

Fig. 5, where Rx = Ux/vis the local Reynolds number based 
on streamwise coordinate, x. The figure shows that the heat-
transfer data is described quite well by the relation 

S t - 1 =2(a^ x ) ' / j +365 
Finally, let us consider the results of Tetervin [2] for the 

Reynolds analogy factor. His expression (32) for very small A, 
in present notations, may be written as 

2C/,/Cf= A-"(sin ira/ira), a= (H-i)/2 (67) 

where Cs and Ch are the coefficients of skin friction and heat 
transfer and His the shape factor (the ratio of displacement to 
momentum thickness). Equation (67) may also be written as 

2Ch = C}-"( - 2 5 Ux/U)"sinira/ira (68) 

It may be noted that, in general, l < H < 2.6 [2], and, 
therefore, 0 < a < l. Now for a < l as separation is ap­
proached Cf — 0 and the relation (51) implies that Ch ~ 0. 

(aH„) 

Fig. 5 Correlation of heat-transfer rate in a turbulent boundary layer 
with strong adverse pressure gradient 

However, in general, near separation, Cf, may be finite. 
Therefore, in the domain of strong adverse pressure 
gradients, the predictions based on the Reynolds analogy are 
bound to fail. 
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Introduction 

Heat Confection in Annular Type 
Crevices 
The laminar flow and heat convection in annular type crevices of various ec­
centricities and inclinations are analyzed. The annulus is heated by hot flowing fluid 
at the inside of the inner tube. The flow field is calculated using creeping flow 
approximation of boundary layer theory. The thermal field is studied two-
dimensionally in terms of the local bulk mean temperature of the fluid. Calculation 
is performed numerically but in nondimensional form. It is observed that the angle 
of inclination influences the flow and heat transfer significantly, especially when the 
eccentricity is severe. When the angle of inclination increases, the flow rate is 
reduced, the bulk mean temperature at the exit of crevice increases, and the 
averaged heat-transfer coefficient in crevice decreases. Comparisons are made with 
respect to the results of concentric annulus. 

The fluid flow and heat-transfer behavior in concentric 
annulus are well known [1]. However, in many practical 
thermal systems the axis of the inner tube may be inclined 
with respect to the outer shroud. Since the annular gap could 
be very narrow, if the inner tube is slightly off-centered the 
periferal variation of the flow channel gap-thickness could be 
very severe. The fluid flow and heat transfer in this kind of 
annular-type-crevices will be relatively complex. In con­
ventional shell-and-tube heat exchangers and steam 
generators, the hot tube runs through the hole in baffle-plate 
or support-plate with a narrow mechanical clearance in 
between of the tube and wall of the hole. Due to the 
misalignment of the plates and the displacement of tube in the 
flow field, it is likely that the tube may be inclined in the hole 
to form an inclined annular-type crevice. 

The flow is forced through the crevice by the pressure 
difference across the plate. The fluid is also heated by the hot 
tube in the crevice. The knowledge of the flow rate and 
temperature of the leakage stream is of great importance to 
the understanding of the thermal performance of these heat 
exchange equipments. This type of heat-transfer problems 
also occur in many other industrial applications. 

The analysis of the fluid flow in concentric annular orifices 
has been reported in references [2, 3]. The fluid mechanic 
study of annuli of small clearances has also been performed in 
references [4, 5] for concentric and eccentric configurations. 
However, no analysis has been conducted for the general case 
of annular-type crevices with the inner tube inclined and 
placed eccentrically. The analysis of the flow in this 
generalized condition is one of the objectives of the present 
study. 

The other objective of the present study is to analyze 
generally the convective heat transfer in annular-type crevices. 
In most applications the tube is heated from inside by another 
flowing hot fluid such that the outside surface condition of 
the tube is neither at a constant heat flux nor at a constant 
temperature. The heat transfer of eccentric annulus at con­
stant heat flux has been studied in [6] for slug flow. However, 
no analysis has been performed for laminar flow in annular-
type crevices with inclined inner tube. In fact, this in­
formation is of great importance to the heat exchanger 
designs [7]. 

In the following sections the fluid flow and heat convection 
of annular-type-crevices will be analyzed. To limit the 
complexity of the problem the following assumptions were 
made: 

e cos Y 

Y=0 

B 
7--TT 

Fig.1 

~~" Flow 
Channel 

8(y) = C ( 1 - € cos y) 
The bottom view of eccentric annulus 

1 The problem is steady state with constant properties for 
the fluid. 

2 The flow is laminar in the crevice with negligible inertial 
effect and negligible energy dissipation. The entrance effects 
are neglected. 

3 Heating is provided by the hot fluid in the tube. The 
tube is generally not in contact with the shroud. Should 
contact occur, the contact will be limited to a point. 

Formulation 

Geometry. To describe the geometry of the annular-type 
crevices accurately the local gap thickness of the flow channel 
has to be quantified. At any cross-sectional cut view of the 
crevice the configuration of the flow channel can be described 
as an eccentric annulus. For two eccentric circles with ec­
centricity e and with their radii having a small difference c, the 
gap thickness 5 can be evaluated approximately from Fig. 1 as 

<5(7) =c(l - e c o s 7) (1) 

where 

-e/c (2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
17, 1981. 

is the eccentricity ratio which varies between 0 and 1. 
If the inner tube is inclined with respect to the outer shroud, 

the eccentricity ratio e would be a function of the axial 
location. The displacement of the inner tube can be 
decomposed as two steps. First, the tube moves from the 
concentric position to an eccentric position. Then the tube is 
inclined with an angle. In the present study, a simple but 
typical condition is considered that the plane of inclination of 
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Support Plate 

- Imaginary Line 

n= L/Li , 
Flow 

-j^lcosr} 
Fig. 2 The side view of an Inclined annular crevice 

8(x,y) = C { l - e [ 1 - 2 n ( 1 -

the inner tube passes through the center line of the outer 
shroud. This is shown in Fig. 2. The general formulation for 
the gap of crevice is 

S = c { l - e [ l - 2 « ( l - 0 > / Z , ) ) ] c o s T ) (3) 

where the eccentricity ratio e is the value at the cross section 
where y = L. The n, called the index of inclination, controls 
the angle of inclination of the inner tube. When n equals zero 
the inner tube is in parallel with the outer shroud. At this 
moment equation (3) is the same as equation (1). When the n 
increases but with the e fixed, the angle of inclination of the 
tube increases while its relative position at y = L is not 
changed. When n equals unity, the inner tube inclines sym­
metrically in the crevice from a side view. For the extreme 
condition of e = 1 and n = 1, the inner tube contacts the outer 
shroud at two points y - 0 and y=L respectively. 

The cross-sectional view of the crevice, as shown in Fig. 1, 
is symmetric with respect to the line A-B. Therefore, only half 
of the total crevice has to be calculated. In the present study, 
the gap thickness 5 is generally much smaller than the tube 
radius R, such that the curvature of the crevice can be 
neglected. Therefore, the crevice can be analyzed as a flat­
tened channel with the varying height 8 as shown 
schematically in Fig. 3. The dimension of the flat channel is L 
in the y direction and vR in the x direction with a local height 
8(x,y). The symmetry conditions will be applied to the lines of 
x = 0, andx=irR. 

Flow Field. The creeping flow approximation to the 

ax 

P = o 

x-y plane 
dp 
dx . . , 

- j ' Line of 
symmetry 

P=Pc TTR 

Fig. 3 Typical geometry of the crevice considered in analysis 

boundary layer theory will be applied to the annular-type 
crevices. For the laminar flow in narrow flow passage, the 
flow field will be dominated by the viscous force and the 
pressure driving force. The fluid inertia force may be 
neglected [8] if 

v*L / c\2 

- ( z ) <<] (4) 

where the v* is the characteristic velocity of fluid in the crevice 
and will be defined later. At this condition the velocity 
profiles become parabolic. The parabolic velocity profiles can 
be substituted into the equation of continuity and integrated 
across the gap from 0 to 8. The result is 

(5) T — .u — ^ 

dx V dx/ dy V dy 

which is the Reynold's equation of lubrication [8] when the 

\ K (*£)-• 

Nomenc la tu re 

A = of axial cross-section area 
flow in crevice 

c = averaged gap thickness in the 
crevice 

Cp = specific heat of the fluid in 
crevice 

e = eccentricity, defined in Fig. 1 
/ = apparent friction factor for 

crevice, defined in equation 
(3D 

h, = heat-transfer coefficient inside 
the tube 

h0 = local heat-transfer coefficient 
at outside of tube in crevice 

h = averaged heat-transfer coeffi­
cient on the tube in the whole 
crevice 

H = local overall heat-transfer 
coefficient from the inside of 

the tube to crevice defined in 
equation (17). 

£, = thermal conductivity of the 
fluid in crevice 

ks = thermal conductivity of the 
tube material 

L = the axial length of tube in 
crevice 

m = the total mass flow rate 
through the crevice 

n = index of inclination of the 
tube 

Nu* = characteristic Nusselt number 
of crevice, defined in equation 
(28) 

Nu = averaged Nusselt number in 
crevice,, defined in equation 
(34) 

P = 
Po = 

P = 

Pe* = 

<7,v 

*o 
R 
s 
S 

T 
f 

local pressure of fluid 
pressure difference across the 
crevice 
nondimensional pressure, 
P/Po 
characteristic Peclet number 
of crevice, defined in equation 
(29) 
averaged heat flux of the tube 
radius of the shroud 
radius of the tube 
the thickness of the tube 
ratio of the dimensions of the 
flattened crevice, L/TTR 
local temperature of fluid 
local bulk mean temperature 
of the fluid in crevice 
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walls are not in motion. In this equation, the 8 is given from 
the known geometry of crevice and the pressure field is 
unknown. The boundary conditions are 

p(x,0)=p0 (6) 

p{x,L)=0 (7) 

where thep0 is the driving pressure over the crevice, and 

-Contact Point 

dp 
-f(0,y)=0 
dx 

dp 

dx 
(irR,y) = 0 

(8) 

(9) 

for the symmetry condition as described previously. 
Once the pressure field has been solved, the "averaged" 

fluid velocity of the parabolic profile can be evaluated from 

1 dp , 
u=- — i-52 (10) 

12/x dx ' 

1 dP*i 
D= 82 

12/i dy 

(11) 

Heat Transfer. Considering the constant properties and 
neglecting the viscous dissipation, the energy equation of the 
laminar flow in the crevice becomes 

dT dT (d2T d2T 

dx 
(12) 

d2T\ 

dy ~\dx2 ' dy2 ' a ? / 

The order of magnitude analysis can be performed to justify 
the importance of each term. Normalize the velocity by v*, x 
and y by L, and z by 5. The convective terms are of the order 
1; the conduction in x and y directions are of the order 
(v*L/a)~l, and the conduction in z direction becomes on the 
order of \{v*L/a) ( 5 /L ) 2 ] - 1 . Considering the criterion in 
equation (4) and assuming the Prandtl number of the order 1, 
the conduction in z direction would be dominant. The con­
duction in the x or y directions would be negligible because the 
characteristic Peclet number (v*L/a) is generally much larger 
than one. The omitting of the conduction in the x and y 
directions is further supported by the particular type of 
heating condition in the present study. The temperature of the 
hottest point in the crevice is limited by the hot fluid tem­
perature in the tube; therefore, a severe hot spot is not likely 
to occur and the conduction in x or y direction will be limited 
too. 

The remaining energy equation can be integrated with 
respect to z from 0 to 8 and gives 

Y=l 
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Fig. 4 The nondimensional pressure distribution for one-point-
contact crevice 

$ : » 
dT dT 

dx dx 

P" dT , f dT dT-\b 

u — dz+\v — dz = a— (13) 
Jo 3x Jo 3) dz Jo 

Following the derivation in the Appendix, the first term of the 
equation (13) can be written as 

-\aTx^
T)dz (14) 

where the T is the local bulk mean temperature of the fluid. 
Since the gap of the crevice is narrow, the local temperature of 
fluid is very close to the local bulk mean temperature. When 
the gap thickness 5 does not vary strongly in the crevice, the 
value of du/dx will also be small. Therefore, the last term in 
the equation (14) can be neglected in general. Approximate 
the second term in equation (13) in the same manner, the 
energy equation becomes 

dT af a n { 

u8-+v6—=ai-\ (15) 
dx dy dz la 

If the crevice is heated from the inner tube and insulated at 

, Nomenclature (cont.) 

T-, = bulk mean temperature of hot 
fluid inside tube 

T0 = temperature of fluid at inlet of 
crevice 

fe = bulk mean temperature of 
fluid at the exit of crevice 

u = local velocity of fluid in 6 
direction, a function of z 

u = local velocity of fluid in 6 
direction, averaged over the 
gap 

U = nondimensional velocity of 
JXUVR 

fluid in 6 direction, —T--
P0c 

v = local axial velocity of fluid, a 
function of z 

v = local axial velocity of fluid, 
averaged over the gap 

v* = characteristic axial velocity of 
fluid, defined in equation (30) 

V = nondimensional axial velocity 
iivL 

of fluid, ^ 
PQC1 

x = coordinate measured in 8 
direction 

X = nondimensional x coordinate, 
xl-wR 

y = coordinate measured in axial 
direction 

Y = nondimensional y coordinate, 
yiL 

z = coordinate .measured normal 
to tube surface across the gap 

a = thermal diffusivity of fluid in 

6 = local thickness of gap in 
crevice 

A = nondimensional gap thickness 
of crevice, 8/c 

e = eccentricity ratio defined in 
equation (2) 

7 = angle, defined in Fig. 1 

6 = nondimensional local bulk 
mean temperature of fluid, 
T-T0 

Ti-T0 

I*. = viscosity of fluid in crevice 
v = kinematic viscosity of fluid in 

crevice 
p = density of fluid in crevice 
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the outer tube, the last term in the equation (15) can be written 
as qw/pCp. The wall heat flux qw can be described as H(T,- — 
T). Therefore, the energy equation is 

df df H 
" J - + 0 T = TI—r7riT,-T) (16) 

ox dy b(x,y)pCp 

where the H is the overall heat-transfer coefficient defined as 

1 1 s 1 
1 s 

H hi ks h0 
(17) 

The energy equation (16) is a first-order, linear partial dif­
ferential equation of the hyperbolic form. The initial con­
ditions are 

7 = 0 
= T0 at inlet, and 

dT 

Tx 
= 0 for the symmetry. 

(18) 

(19) 

Nondimensionalization. The parameters can be non-
dimensionalized using X, Y, S, A, P, U, V, and 6 as defined in 
the section of nomenclature. Then the Reynold's equation and 
the boundary conditions become 

, 9 / , dP\ 3 ( . 
S2 — A3 — ) + — (A3 

3X\ 3X/ 3Y\ dY/ 

with 

P(X,0)=l,P(X,l) = 0 

dP 3P 

a x ( 0 ' r ) = 0 - a x ( 1 ' Y ) = 0 

The nondimensional velocity field is described by 

U=- 1 A ^ 
12 dX 

1 ,dP 
V= A2 — 

12 dY 

(20) 

(21) 

(22) 

(23) 

(24) 

The energy equation and its initial conditions are 

„ 36 36 1 /L\ /Nu* \ 
S2fJ— +V— = - I - ) ( 1(1-0) -(25) 

dX dY A V c / V P e * / ' 

with 

where 

B=0at Y=0 

36 

3X 
= 0 a t ^ = 0 

Nu* = 
H2c 

Pe* = 
v*2c 

Ppc2 

(26) 

(27) 

(28) 

(29) 

(30) 

the v* is the characteristic axial velocity in the crevice at 
laminar flow. 

Numerical Method 

The pressure field is calculated from the Reynold's 
equation of lubrication as shown in equations (20) to (22). To 
solve this Poisson equation, the method of Alternative 
Directional Implicit numerical scheme [9] is used. The implicit 
calculations are performed along horizontal lines for the 
whole region of the flow field; then the calculations are 
performed along all the vertical lines alternatively. In the 
implicit scheme of the solution along a line, the method of 
Gauss Elimination is used to solve the system of equations. 

The thermal field is then calculated using the known 
velocity field which is derived from the pressure field. In 
solving the energy equation the upwind-difference scheme 
[10] has been used to maintain a stable numerical com­
putation. 

The whole field is typically discretized into 20 x 18 meshes. 
Approximately 20 iterations are required in the Alternative 
Directional Implicit calculations to reach a converged 
solution. The result is validated with hand calculations. The 
overall computer time for the calculation is about 12 cpu s 
using a DEC-20 computer. 

Results and Discussion 

To illustrate the result of fluid flow and heat-transfer 
calculations, a specific example is studied in detail. The inner 
tube contacts with the outer shroud at the top but with a small 
angle of inclination. Fluid flows upward in the crevice. The 
calculated pressure field is shown in Fig. 4 in nondimensional 
form. The geometric configuration of the crevice is also 
specified in this figure. The pressure field is distorted and the 
flow stream diverts from the point of contact where the gap 
thickness is the minimum. 

For the same crevice, the thermal field is shown in Fig. 5 in 
nondimensional form. Since the gap is wide at the location 
where the Jfis large, the flow is faster over there and the local 
bulk mean temperature rises relatively slow along the stream. 
In the region where X is small, the flow is retarded due to the 
narrow gap thickness. The fluid temperature rises fast and 
reaches the temperature of hot fluid inside the tube in a short 
distance. This high temperature region is relatively large in 
this example. If the inner tube is not in contact with the outer 
shroud, the hot region would be small or inexist. 

Many other cases are studied for various eccentricity ratio e 
and inclination index n for this crevice. The parameters of this 
crevice have been listed in Table 1. For the same crevice, the 
ratio of the mass flow rates at various conditions and the mass 
flow rate at concentric configuration are shown in Fig. 6 with 
the eccentricity ratio e as horizontal coordinate and the in­
clination index n as parameter. When n equals zero, the tube 
is in parallel to the shroud. As shown in Fig. 6, the result of 

406/Vol. 104, AUGUST 1982 Transactions of the ASME 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



o 
o 
3 
o 
fl) 
z> 

o 
3 
01 
u> (A 

-* o 

—% 0) 

ID 

<I) 
O 
O 

<» 7) 

-\ 
n 
=1 
01 
CO 
CO 

-* o 
i 

w 
m 

J 

2.6 

2.5 

2.4 

2.3 

2.2 

2.1 

2.0 

1.9 

1.8 

1.7 

1.6 

1.5 

1.4 

1.3 

1.2 

1.1 

1.0 

0.9 

0.8 

0.7 

0.6 

-

-

-

_ 

-

-

-

-

-

• 

r = i + 3 / a £ 

• 

Ref [5] .__ 

• 

n=o.oc/ 

/ 0 . 2 5 / ^ 

Q.SQ^^ 

- ^ _ _ _ _ _ 0 . 7 5 

— ~ ^ 1 . 0 0 

0.00 0.25 0.50 0.75 1.00 

£ = e /c 

Fig. 6 Flow ratio of various crevices at laminar flow 

present study is exactly the same as the result reported in the 
reference [5]. As indicated in Fig. 6, at a fixed e the more the 
inclination (i.e., higher value of ri) the lower the mass flow 
rate. This is because the flow streams are distorted when the 
tube is inclined in the crevice. The extreme conditions occur 
when e equals unity, where the inner tube contacts the outer 
shroud at the top edge. When n equals zero, the tubes have a 
line of contact with shroud in crevice. Large amounts of fluid 
pass through the wide opening at the other side of the crevice 
and give the highest possible mass flow rate in all the con­
figurations (2.5 times that of concentric annulus). If n equals 
unity, the tube has two contact points at the top and bottom 
of crevice, respectively. The mass flow rate at this condition is 
the lowest of all the cases studied (about 70 percent of the 
concentric annulus). 

The overall flow resistance of the crevice can be charac­
terized by an "apparent" friction factor which is defined in a 
conventional manner as 

/ L \ 1 m1 

^ATC) 2 M* (31) 

It is interesting to point out that for a crevice with fixed 
dimensions the total cross-sectional area A of the flow is a 
constant value irrespective to the eccentricity of the tube in the 
crevice. The apparent friction factor of the crevice is shown in 
Fig. 7 for various e and n. The Reynolds number here is based 
upon the area averaged axial velocity of the fluid in crevice. 
The nature of this figure is similar to that of Fig. 6 due to their 
interrelationship in equation (31). The calculated friction 
factors of reference [5] for eccentric annulus with various 
gaps are also shown in Fig. 7. The present study of narrow 
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Fig. 8 Bulk mean temperature of exit stream of various crevices 
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Table 1 Parameters of the crevice 

L/c Pe* 

66.7 522.6 

studied here 

Nu* 

7.156 

annulus gives almost the same result as those gaps when the 
tube and shroud are in parallel. 

The nondimensional bulk mean temperature of the leakage 
stream leaving the crevice is shown in Fig. 8 for various values 
of e and n. The condition of heating is described in Table 1. 
When the tubes are concentric (e = 0), the leakage is as hot as 
the temperature of fluid in the tube. If the leakage stream is 
more (for example, e>0.5 but n<0.5), the temperature of the 
leakage stream becomes lower. However, when the inner tube 
is further inclined, with the n value equals or larger than 0.75, 
the leakage stream could be equal or less than that of con­
centric annulus (see Fig. 6), and the temperature of leakage 
stream will be as hot as the fluid temperature inside the tube. 

Based upon the foregoing information on the flow rate as 
well as temperature of the leakage stream, the averaged heat 
transfer from the hot tube in the crevice can be evaluated. We 
may define the averaged heat-transfer coefficient as 

qw = h(Ti-T0) (32) 

By energy conservation for the whole crevice, the averaged 
heat flux is 

Qw = 
mCp{Tt-T,) 

2-KRL 
(33) 

Therefore the averaged Nusselt number in the crevice can be 
calculated. 
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Fig. 9 Averaged Nusselt number of various crevices 

Nu = 
CpcmSe 

irRLk, 
(34) 

The averaged Nusselt numbers of crevice with various 
geometric configurations are shown in Fig. 9 as a ratio to the 
Nusselt number of concentric annulus. It is interesting to 
notice that for the condition of present study, the con­
figurations with «<0.5 give higher heat-transfer coefficient, 
although the bulk mean temperature of the exit stream, as 
shown in Fig. 8, is not as hot as the temperature of fluid inside 
the tube. This is mainly due to the high flow rate at these 
conditions as indicated in Fig. 6. The Nu is essentially related 
with the product of mass flow rate and exit bulk mean 
temperature as stated in the equation (34). 

Conclusion 

The laminar flow and heat transfer in annular-type crevices 
of various geometric configurations are studied in detail. The 
flow field can be calculated using creeping flow ap­
proximation. The thermal field can- be formulated in two 
dimensions based upon the local bulk mean temperature in 
crevice. Compared with the behavior of the concentric an­
nulus, the eccentric annulus with a small inclination of the 
inner tube gives a higher mass flow rate, lower bulk mean 
temperature at exit, but a higher averaged heat-transfer 
coefficient in crevice. If the angle of inclination is large, the 
behavior is reversed. It is suggested that the fluid flow and 
heat-transfer behavior of confined geometry with other types 
of configurations can also be analyzed in a similar manner. 
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Corrugated-Duct Heat Transfer, 
Pressure Drop, and Flow 
Visualization 
Experiments were performed to determine forced convection heat-transfer coef­
ficients and friction factors for flow in a corrugated duct. The corrugation angle 
was 30 deg and the interwall spacing was equal to the corrugation height. The 
Reynolds number, based on the duct hydraulic diameter, ranged from 1500 to 
25,000, and the Prandil number ranged from 4 to 8 (water). Flow visualization, 
using the oil-lampblack technique, revealed a highly complex flow pattern, in­
cluding large zones of recirculation adjacent to the rearward-facing corrugation 
facets. Nusselt numbers in the periodic fully developed regime, when correlated, 
resulted in a Reynolds-number dependence of Re0614 and a Prandtl-number 
dependence of Pr034. The enhancement of heat transfer as compared to a con­
ventional parallel-plate channel was about a factor of 2.5. Friction factors obtained 
from measured axial pressure distributions were virtually independent of the 
Reynolds number and equal to 0.57, a value appreciably greater than that for 
unidirectional duct flows. 

Introduction 
The need for more efficient heat exchange devices has led to 

the development of a variety of unconventional internal flow 
passages to enhance the heat-transfer coefficient. One such 
passage is the corrugated-wall channel, or corrugated duct, in 
which fluid flows perpendicular to the corrugations and 
moves along an undulating path as it encounters the suc­
cessive peaks and valleys. For example, heat sinks of certain 
high-speed digital computers have recently incorporated 
water-cooled corrugated-wall passages into their cooling 
systems. The potential benefits that can be realized from the 
use of corrugated passages in heat exchangers, together with 
the scarcity of relevant design information presently 
available, serve to motivate this research. 

The corrugated duct of the present experiments had a 
corrugation angle of 30 deg and an interwall spacing equal to 
the corrugation height such that all corrugation peaks lie in 
the same plane. Heating of the duct wall was accomplished by 
resistance wire imbedded in grooves on the back side of each 
corrugated wall. The duct walls were machined from solid 
copper and have sharp-edged corrugation peaks. Axial wall 
temperature distributions were determined by means of fifty 
fine-gage thermocouples. Water was the working fluid for the 
heat-transfer experiments. 

A separate corrugated duct with the same internal geometry 
as the aforementioned duct, but with air as the working fluid, 
was constructed out of plexiglass and used in fluid flow ex­
periments. In one set of experiments, pressure distributions 
were measured as a function of position along the length of 
the duct. The plexiglass test section was also used for a flow 
visualization study utilizing the oil-lampblack technique. 

The Reynolds-number range of the experiments was from 
1500 to 25,000, and the Prandtl number for the heat-transfer 
study extended from 4 to 8. 

Some related work has been performed in the past regard­
ing heat transfer in corrugated ducts. Beloborodov and 
Volgin [1] employed a corrugated duct having an interwall 
spacing and corrugation angle different from that of the 
present investigation. Unfortunately, the experimental ap­
paratus of [1] is not well defined, but it appears to have been a 
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two-fluid heat exchanger, with no direct measurement of wall 
temperature, such that the obtained heat-transfer coefficients 
are averages for the device as a whole. The corrugations were 
formed from sheet metal and thus could not have had the 
sharp-edged corrugation peaks of the present work. In light of 
these uncertainties, it is difficult to accord a great deal of 
generality to the correlations presented in [1]. 

The research performed by Goldstein [2] represents another 
contribution to the literature on heat transfer in corrugated 
flow passages. This work was largely concerned with the low 
Reynolds-number range from Re =150 to Re = 2000, within 
which secondary flows were identified by high-resolution 
local mass-transfer measurements. The corrugated channel of 
[2] had only two corrugation cycles, and thus the Sherwood-
number results are applicable only to the region of flow 
development near the inlet of the corrugated duct. 

A situation which has certain similarities to corrugated-duct 
flow is flow through tube banks, commonly encountered in 
heat exchangers. The similarities include periodic regions of 
both recirculating and forward flows. Tube-bank information 
[3-5] will be called upon to provide perspective for the present 
Nusselt-Reynolds-Prandtl correlations. 

For the purposes of evaluating the level of heat-transfer 
enhancement associated with the corrugated-duct flow, the 
Nusselt numbers of the present experiments will be compared 
to those of a conventional unidirectional parallel-plate 
channel flow, as represented by the correlations of Dittus-
Boelter and Petukhov-Popov [6]. 

The Experiments 

As was already noted in the Introduction, two different but 
complementary apparatuses were employed for the present 
experiments. Each apparatus will be discussed separately. A 
detailed presentation of the design and fabrication of the 
experimental apparatuses is available in [7]. 

Water Flow System. The experiments for determining heat-
transfer coefficients for water flowing in a corrugated duct 
utilized the open-loop system shown in the upper diagram of 
Fig. 1. City water first enters the system at an elevated con­
stant-head tank (not shown) and is ducted to a large upstream 
plenum chamber. The corrugated test section spans between 
the upstream plenum chamber and a smaller downstream 
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Fig. 1 Water flow system (upper diagram) and side view of the prin­
cipal walls of the duct (lower diagram) 

plenum. The purpose of the plenum chambers was to provide 
a well-defined abrupt inlet and exit for the test section. The 
water exits the downstream plenum chamber and empties into 
a weight tank, which enables direct determination of mass 
flow rate. 

Each system component will now be discussed in greater 
detail, starting with the heart of the system, the corrugated-
duct test section. 

Test Section. The duct is formed by two corrugated copper 
plates, which are the principal walls, and two side walls (also 
of copper) that fix the spacing between the principal walls. 
Each of the corrugated walls was fabricated from 1.27-cm-
thick copper plate, 5.08-cm wide and 20.32-cm long. The 
machining of the transverse grooves which form the 
corrugations was accomplished by means of a special cutting 
tool which had a 120 deg included angle, resulting in a 
corrugation angle of 30 deg, measured from the horizontal as 
shown in the lower diagram of Fig. 1. In the machining, care 
was taken to achieve a hydrodynamically smooth surface 
finish on the corrugations. 

The side view of the test section shows the assembled 
relative positions of the top and bottom walls which form the 
corrugated duct. As seen there, the walls are positioned in 
such a way that the peaks of both the top and bottom walls lie 
in the same plane. The perpendicular spacing, H, (Fig. 1) 
between the walls is 0.508 cm, yielding a 10:1 cross-sectional 
aspect ratio. All told, there are twenty sloping facets in each 
of the corrugated walls. 

THERMAL 
BARRIER 

RTV 
SEALANT 

PLENUM WALL 

Fig. 2 Thermal barrier - test section junction 

Special cuts were made on the inlet and exit ends of the top 
and bottom walls (see Fig. 1, lower diagram) in order to 
facilitate the joining of the respective ends to a low-
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conductivity thermal barrier which connects the heated test
section to the walls of the plenum chamber. Figure 2 shows an
assembled view of the thermal barrier-test section junction.
Each thermal barrier is inlaid into its host plenum chamber­
wall such that its inside surface is flush with that of the wall.
Water leakage was prevented along the perimeter of the
thermal barrier-test section junction by a fillet of RTV­
silicone rubber sealant.

The side walls of the duct were fabricated from 0.508-cm­
thick copper plate. Each side wall has two grooves sized to
accommodate O-ring material which prevents water leakage
along the length of the duct. The ends of the side walls also
have special cuts designed to mate with the thermal barrier.

The arrangement pictured in Fig. 2 was adopted in order to
avoid direct contact between the upstream and downstream
faces of the heated walls and the water entering and leaving
the test section. Such contact, had it occurred, would have
resulted in large extraneous heat losses.

Heating of the test section was accomplished by means of
rear-side, groove-imbedded resistance wire, as shown in the
lower diagram of Fig. 1. The grooves were spaced 0.254 em
apart and had an axial width of 0.114 em and were 0.127-em
deep. Based on a two-dimensional conduction model of this
discrete groove-heating arrangement, the maximum estimated
temperature nonuniformity on the convectively active sur­
face, expressed as the ratio, (Tw - Tb ) max / (Tw - Tb ) min' was
only a few tenths of one percent.

The wire chosen as a heating element was 21-gage cupron (a
nickel-chrome alloy), 0.072 em in dia, wrapped with a 0.01­
em thickness of double-glass, silicon-impregnated electrical
insulation. This wire was chosen for its thin, abrasion­
resistant, high-temperature insulation as well as for its
convenient resistance per unit length.

The locations of the thermocouples used to measure the
duct wall temperature distributions are also shown in the
lower diagram of Fig. I. Fine gage (0.00762 em) specially
calibrated copper-constantan thermocouples were employed
with the intent of minimizing the disturbance of the tem­
perature field in the vicinity of the thermocouple junctions.
The thermocouples were installed in holes drilled into the
back side of the duct walls to within 0.0254 em of the
corrugation surface. The holes were centered on each facet
and filled with copper oxide cement during thermocouple
installation. Four thermocouples, positioned just upstream of
the duct inlet, were used to measure the entering bulk tem­
perature.

The test section was supported and positioned during the
experiments by eight sharp-tipped nylon adjustment screws
which were threaded, four in a set, into two U-shaped

plexiglass frames. Fifteen em of fiberglass insulation
surrounded the test section during operation.

System Components. Flow through the test section was
maintained by a constant head tank supported from the
laboratory ceiling which received hot, cold, or a mixture of
hot and cold water (depending on the desired Prandtl num­
ber), from a building water supply line. A ball valve located
upstream of the plenum chambers was used to control the
flow rate through the system.

Upon entering the upstream plenum chamber, which is 91.4
em in length and has a 30.5-cm square cross section, the water
encounters a lO-cm dia baffle plate installed in line with the
plenum entrance. This baffle plate, together with three fine­
mesh screens located further downstream, minimize inlet flow
disturbances and provide a uniform low-velocity inlet flow to
the test section. The upstream plenum was fitted with three
small globe valves located on its upper surface to allow air to
escape during the filling process which preceded each data
run. It also had two plexiglass windows. The windows allowed
access to the inlet side of the test section and thermal barrier
and also enabled visual inspection of the filling process.
Examination of the flow passing these windows indicated the
absence of air bubbles.

After exiting the test section, the water enters the down­
stream plenum chamber, which is a 30.5-cm cube. This
chamber has one air-escape valve. Access to the exit end of the
test section and the thermal barrier was possible through a
7.62-cm dia aperture in the downstream face of this plenum
chamber. This aperture also accommodates a flange for the
downstream piping which leads to the weight tank. A riser
pipe, located downstream of the plenum chamber, ensures
that the test section and both plenums are completely full of
water during operation.

Electrical power was supplied to the test section heating
wire by two independent circuits, one for the top duct wall
and one for the bottom. The source of power for each circuit
was an autotransformer, supplied from a standard 120-V, 60­
cycle a.c. wall outlet. These autotransformers were designed
for a load voltage output of 0-140 V, with a maximum current
of20 amps.

The voltage drops across each resistance wire and across
two shunt resistors (to measure the heater currents) were
conveyed to a multimeter. These readings permitted
calculation of the power dissipation in the resistance wires.

The thermocouple voltage outputs were fed into a Fluke
model 2240C scanning data logger which had the capability to
time-average the outputs. This feature was useful since the
inlet water temperature was not generally constant with time.

REAR-FACING FACET

Fig. 3 Visualizations of the fluid· flow patterns adjacent to the lront·
lacing and rear·facing facets

FRONT-FACING

FACET

Air Flow System. In order to obtain information on
pressure drops and friction factors and also to perform flow
visualization utilizing the oil-lampblack technique, a separate
apparatus for use with air was constructed out of plexiglass.

The test section of this apparatus, which was designed for
quick disassembly during the flow visualization tests, had the
same internal geometry as the heat-transfer test section.
Pressure taps, centered on each facet, were located in the
lower duct wall. The test section was mounted between an
upstream baffle plate and a downstream plenum, which
provided the same inlet and exit conditions as in the heat­
transfer experiment. All machined surfaces of the test section
were polished with successively finer grades of lapping
compound up to grit size 1200 since a transparent duct was
desired for flow visualization.

Air from the laboratory room was drawn through the
system by a downstream blower. The flow rate was controlled
by a valve and measured by a rotameter. Pressure information
from the wall taps was channeled through a pressure selector
switch and presented to an MKS Baratron capacitance-type,

\. ~
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solid-state pressure meter, which has a resolution of 10~4 

Torr. 

Experimental Procedure. After the establishment of an 
overflow from the constant head tank and filling the plenum 
chambers, the flow control valve was opened to the maximum 
flow rate in order to wash any air bubbles or pockets out of 
the corrugated duct which may have formed while the system 
was at rest. The flow control valve was then adjusted to the 
desired flow rate for the run, as measured by the weight tank. 

The inlet bulk temperature was then tailored to attain a 
desired Prandtl number by adjusting the relative amounts of 
hot and cold water which entered the constant head tank. The 
Prandtl numbers studied, from the coldest inlet water tem­
perature (13.9°C) to the hottest (46.7°C), ranged from 8.2 to 
3.8. 

Next, heating was initiated by the adjustment of the 
autotransformers to predetermined voltage outputs. The 
power settings were based on a rise in bulk temperature of 
0.8°C to 1.1°C. Equal power input per unit heated length was 
established in the top-wall and bottom-wall heating circuits. 

Data acquisition began after steady-state operation was 
achieved. The data logger was first programmed to scan and 
time average the outputs from the top duct wall and the inlet 
bulk thermocouples. This averaging occupied thirty data 
logger input channels, the maximum number of channels 
available for time-averaging. The averaging process consisted 
of a scan of all thirty of these channels every 15 s for a total of 
ninety-nine scans, after which the time-averaged values were 
printed on paper tape. A similar 25-m averaging process was 
then carried out for the bottom duct wall and the inlet bulk. 
Two cycles of such scans were typically performed. The inlet 
bulk temperatures were included in the time-averaging process 
for both the top and bottom duct wall temperatures, because 
the inlet bulk temperature tended to fluctuate with time, thus 
making it necessary to relate the wall temperatures to the 
prevailing bulk temperature. After the temperature data had 
been acquired, the system was shut down. 

Measurements of axial pressure drop were made using the 
plexiglass corrugated duct which was fitted with eighteen 
pressure taps, each centered on a facet. The pressure dif­
ference between the laboratory room from which the air was 
drawn and the axial station of interest was sensed by the 
Baratron pressure meter. At a given flow rate as measured by 
the rotameter, the data were taken by selecting the station of 
interest from the pressure-selector switch and reading the 
output from the Baratron with a Hewlett-Packard 
multimeter. The laboratory pressure patm was read prior to 
and after each pressure data run. 

The oil-lampblack technique for flow visualization was also 
performed in the plexiglass corrugated duct. White contact 
paper, cut to the width of the duct, was carefully applied to 
the corrugations of the lower duct wall. A mixture of oil and 
lampblack, whose fluidity could be varied by using various 
oils and also by adding different proportions of lampblack to 
the oils, was applied to the surface of the contact paper. 
Application of dots of the tracer fluid resulted in a streak 
pattern, revealing the surface-adjacent flow direction. Global 
application in which the entire surface of the contact paper 
was coated with tracer fluid displayed the overall flow pattern 
and the zones of relatively strong and weak surface-adjacent 
flows. 

After application of the oil-lampblack mixture to the 
surface of the contact paper, the duct was reassembled and the 
blower activated. Since the duct walls were transparent, the 
motion of the tracer fluid could be observed. Photographs of 
the flow patterns were obtained after the contact paper was 
removed from the duct and laid flat on a white sheet of paper. 

Data Reduction. The primary goal of this experiment was 
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Fig. 4 Representative nondimensional temperature distribution 
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Fig. 5 Fully developed Nusselt numbers for several distinct Prandtl 
numbers 

the determination of fully developed Nusselt numbers for 
water flowing in a corrugated duct. The independent 
parameters were the Reynolds number and the Prandtl 
number. The Reynolds number based on the duct hydraulic 
diameter is given by 

Re = pVDh/n = 4m/liP (1) 
where m is the mass flow rate. The hydraulic diameter, Dh, 
was evaluated from its conventional definition 

D„ =4A/P (2) 
in which A is the cross-sectional area of the duct, per­
pendicular to the facets, and P is the perimeter which bounds 
A. The viscosity and the Prandtl number of the water, which 
are strongly temperature dependent, were evaluated at the 
average bulk temperature, halfway through the duct. 

The determination of fully developed Nusselt numbers 
from the experimental data began with the calculation of the 
overall bulk temperature rise based on an energy balance on 
the flowing water. The slope of this temperature rise was then 
obtained by dividing by the heated length of the duct (i.e., the 
length of duct backed by heater wire). A plot of the measured 
duct wall temperatures was then prepared in order to 
determine the range over which the slope of the wall tem­
peratures was equal to the calculated bulk temperature slope, 
indicating the region of fully developed heat transfer, free of 
end effects.' 

In the fully developed regime, the heat input per module is the same from 
module to module. The wall and bulk temperatures experience an identical per-
module increase which is also the same from module to module. 

Journal of Heat Transfer AUGUST 1982, Vol. 104/413 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A line parallel to the bulk temperature line was then fitted 
by least squares through the wall temperature data and used 
for determination of the wall-to-bulk temperature difference. 
The data acquisition scheme discussed earlier necessitated 
separate handling of the data from the two duct walls. The 
heat flux for each duct wall (heat input per unit transfer 
surface area) was then calculated and divided by the wall-to-
bulk temperature difference, yielding a heat-transfer coef­
ficient. 

The corresponding fully developed Nusselt number is given 
by 

Nu = hDh Ik (3) 
where h is the heat-transfer coefficient, and the thermal 
conductivity, k, was evaluated at the mean bulk temperature. 
Nusselt numbers for the top and bottom walls, which typically 
differed by about 6 percent, were averaged, yielding the 
desired Nusselt-number result for the data run. 

Five sets of data were acqmred, each set consisting of four 
to eight data runs at varying Reynolds numbers but at nearly 
equal Prandtl numbers. A power-law curve fit was performed 
to establish a Nusselt-Reynolds relation for each data set. For 
an intermediate Reynolds number in the investigated range, a 
Nusselt number was evaluated for each of the five sets using 
the fitted equations. These Nusselt numbers were plotted as a 
function of the average Prandtl number for each set, and a 
power-law curve fit yielded a Prandtl-number dependence of 
PJ.O.34 x n e r i ) by bringing together all of the data in the form 
of Nu/Pr0-34, an overall Reynolds-number dependence of 
Re0-614 was determined. 

The friction factor was evaluated using the pressure 
gradient obtained from least-squares lines fitted through the 
pressure-distribution data in conjunction with the defining 
equation 

/ = • 

Results and Discussion 

(-dp/dx)Dh 

VipV2 (4) 

The presentation will begin with the flow visualization 
patterns, to be followed by the heat-transfer results and then 
the friction factors. 

Flow Visualization. A representative photograph showing 

200-

Re x 10 

Fig. 6 Correlation of the fully developed Nusselt numbers 

the visualized patterns of fluid flow adjacent to the front-
facing and rear-facing facets of the corrugated wall is 
presented in Fig. 3. In the photograph, the dark centrally 
positioned horizontal band represents an accumulation of the 
oil-lampblack tracer fluid just downstream of the peak of a 
corrugation. The array of parallel streaks above the band 
depicts the direction of fluid flow along the forward-facing 
facet. Visual observation of the development of the streaks 
from the dots of tracer fluid placed at the base of the facet 
indicated a forward flow direction. The parallelism of these 
streaks demonstrates that the flow was two-dimensional and 
not significantly affected by the side walls. 

In contrast, the streaks on the rearward facet (i.e., below 
the dark horizontal band) revealed the presence of a backflow 
(opposite to the mainflow direction) adjacent to the facet. 
This backflow is one leg of a recirculation zone which 
blankets the rearward face. The recirculation results from the 
separation of the mainflow at the peak of the corrugation. 

The visual observations showed the forward flow on the 
front-facing facet to be more vigorous than the backflow 
adjacent to the rearward facet. In general, the presence of a 
large recirculation zone in each cycle of the corrugations 
means that the flow under investigation is markedly different 
from that encountered in conventional duct flows. No 
evidence of secondary flow (i.e., Gortler vortices) was ob­
served. 

Temperature Distributions. A representative non-
dimensional temperature distribution plot is shown in Fig. 4. 
In this figure, the ordinate variable is the dimensionless 
temperature difference (T—Tbi)/(Q'/k), where Q' is the 
rate of heat transfer to the flowing water per unit length per 
side. The abscissa variable in Fig. 4 is often called the Graetz 
number and is a dimensionless representation of the linear 
axial coordinate. 

The most important portion of the wall-temperature 
distribution is the central segment through which a straight 
line has been fitted parallel to the line representing the fluid 
bulk temperature. The vertical distance between this line 
segment and the bulk-temperature line indicates the wall-to-
bulk temperature difference used in calculating the fully 
developed heat-transfer coefficient. 

The departure of the wall temperature data from straight-
line behavior at the upstream and downstream ends of the 
duct was due mainly to the absence of rear-side heating at 
these ends (see Fig. 1, lower diagram). Other factors possibly 
influencing these end wall temperatures include flow 
development (at the upstream end) and small extraneous 
conduction losses. 

The periodic nature of the fully developed heat-transfer 
regime can be observed in the temperature distribution. Each 
relatively high wall temperature is followed in sequence by a 
relatively low wall temperature. 

Nusselt Numbers. The fully developed Nusselt numbers are 
displayed on log-log coordinates in Figs. 5 and 6. Figure 5 
shows Nusselt numbers plotted as a function of Reynolds 
number for five separate Prandtl numbers. The Prandtl 
number of each data set is tabulated in the figure along with 
its corresponding data symbol. Each Nusselt number shown 
has been corrected to its set-reference Prandtl number by a 
pro.34 dependence. 

Table 1 Comparison of present Nu values with those of Dittus-Boelter (D-B) and Petukhov-
Popov (P-P) 

Pr = 4 Pr = 8 
Re 

10,000 
17,500 
25,000 

Present 

187 
264 
329 

D-B 

63.5 
99.3 

132. 

P-P 

68.9 
. 108. 

144. 

Present 

237 
334 
416 

D-B 

83.7 
131. 
174. 

P-P 

90.9 
144. 
194. 
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Fig. 7 Comparison of present Nusselt number results with those of 
Beloborodov and Volgin [1] 

The straight lines fitted through each set of data in Fig. 5 
are parallel and have a Reynolds-number dependence of 
Re0614, determined from a power-law curve fitted through all 
of the data points. 

Figure 6 displays the same data as Fig. 5, with the Prandtl-
number dependence imbedded in the ordinate variable. The 
straight line fitted through the data points represents the 
power-law relationship given by 

Nu/Pr0 3 4 =0.409 Re0614 (5) 

which can be rewritten as 

Nu = 0.409 Re0614Pr034 (6) 

for the purposes of comparison to other correlations. 

Literature Comparisons. The 0.614 value of the Reynolds-
number exponent appears low when compared to the 0.8 
exponent for a standard turbulent duct-flow situation. This 
finding is not unexpected, however, since the corrugated-duct 
flow contains large zones of recirculation not present in 
conventional duct flows. 

The correlations of Zhukauskas [3] for predicting average 
fully developed Nusselt numbers in rows of tube banks, a flow 
situation which also includes large, periodic recirculation 
zones, involve a dependence of Re060 for staggered banks and 
Re063 for in-line banks. Grimison [4] gives another 
correlation for both staggered and in-line tube banks in which 
the Reynolds-number exponent is very close to 0.57 for in-line 
arrays and 0.60 for staggered arrays. 

The Prandtl-number exponent of 0.34 in equation (6) is 
intermediate with respect to other values found in the 
literature for turbulent flows, which range from 0.3 to 0.4. An 
exponent of 1/3 is quite common in the older literature. 
Zhukauskas [3] has found a Prandtl-number exponent of 0.36 
to be useful for tube banks, while the tube-bank correlations 
of Grimison [4] and Whitaker [5] use 1/3. 

To examine the enhancement provided by the corrugated 
duct, comparisons of the present Nusselt numbers with those 
for parallel-plate channels will now be made. The channel 
results will be represented by the correlations of Dittus-
Boelter and of Petukhov-Popov (cited in [6]) which, although 
originally based on circular tube data, are purported to yield 
good approximations of fully developed Nusselt numbers for 
parallel-plate channels when the hydraulic diameter is used as 
the characteristic dimension. These correlations are based on 
data for Reynolds numbers exceeding 10,000. 

The comparison, shown in Table 1, demonstrates the level 
of heat-transfer enhancement associated with the corrugated 
duct. The enhancement factor ranges from a minimum of 
2.14 at Re = 25,000 and Pr = 8 to a maximum of 2.71 at 
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Fig. 8 Representative nondimensional axial pressure distribution. 
Open symbols denote pressures on successive forward-facing facets 
and black symbols denote pressures on successive rearward-facing 
facets. 

Re= 10,000 and Pr = 4, when compared to Petukhov-Popov. 
These impressive levels of enhancement project the 
corrugated duct as a strong candidate for use in applications 
where high heat-transfer coefficients are needed. 

The Nusselt number correlation of equation (6) will now be 
compared to previous experiments on corrugated ducts found 
in the literature. 

In Fig. 7, a comparison is made to a correlation obtained by 
Beloborodov and Volgin [1] 

Nu = 0.097 Re°'73Pr°-43(Pr/Prw)0-25 (7) 

Since the Prandtl number dependence identified in this 
equation is different from that of the present work, the 
correlations were evaluated at the intermediate Prandtl 
number of 6.0. The average value of the quantity (Pr/Prw) °-25 

for the present experiments was about 1.02. Therefore, 
equation (7) was evaluated with this numerical factor in­
cluded. 

The level of agreement of the two correlations, ranging 
from 30 percent at Re = 5000 to 9 percent at Re = 25,000, is 
fairly good, considering the many differences between the two 
experiments that were cited in the Introduction. The im­
portance of recirculating flow is believed to be greater for the 
present experiments due to the tighter spacing and sharper 
corrugation peaks, resulting in the lower Reynolds-number 
exponent. 

The final comparison to be made is with the data of 
Goldstein [2], and Table 2 has been prepared for this purpose. 
The experiments of [2] were performed using the naphthalene 
sublimation technique, which corresponds to a uniform wall 
temperature boundary condition. There are two other major 
differences between the present work and that of Goldstein. 
First, the duct of [2] had only two corrugation facets, owing 
to the difficulty of fabricating a long corrugated duct using 
naphthalene; as a consequence of the short duct, fully 
developed conditions were not attained. Second, the 
corrugation angle of [2] was only 21 deg. Also, it is likely that 
sublimation rounded the corrugation peaks during the data 
runs performed by Goldstein. 

To match the dimensionless parameters of [2], the 
characteristic dimension now to be used in the tabulated 
Nusselt, Sherwood, and Reynolds numbers is 2H', where H' 
is the vertical inter-wall spacing (see Fig. 1). Furthermore, to 
attain a form comparable to Nu ' /Pr 0 3 4 , the Sherwood 
numbers of [2] were divided by Sc0-34 where Sc, the Schmidt 
number, is equal to 2.5 for the napthalene-air system. 

The table shows that the values of Sh' /Sc0 3 4 obtained by 
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Table 2 Comparison of present Nu values with those of 
Goldstein [2] 

Re' N u ' / P r 0 3 4 Sh ' /Sc 0 3 4 

2040 46^6 31.9 
2210 49.0 33.9 
2370 51.2 37.9 
3070 59.9 50.0 
3080 60.0 43.4 
3930 69.6 53.8 
6270 92.5 75.0 
•8560 111.9 87.8 
Primed quantities are based on characteristic dimension 1H' 

Table 3 Corrugated duct friction factors 

Re f 
2160 0.586 
3760 0.572 
5880 0.557 

10,790 0.565 
16,230 0.566 
20,870 0.576 
25,060 0.577 

Goldstein range from 50 percent lower than the N u ' /Pr0-3 4 of 
the present study at the lowest Reynolds numbers to 27 
percent lower at the highest Reynolds numbers shown. This 
level of disagreement must be due to the differences in 
geometry, degree of flow development, and boundary con­
ditions mentioned previously. 

Pressure Distributions and Friction Factors. Before con­
sidering the pressure distribution data, it should be noted 
that , downstream of an initial development region, the flow 
pattern repeats itself periodically from one corrugation cycle 
to another. This behavior may be characterized as periodically 
fully developed. Fur thermore, in such a regime, the pressures 
at cyclically corresponding locations on successive forward-
facing facets should decrease linearly in the downstream 
direction, and a similar behavior is expected at corresponding 
locations on successive rearward-facing facets. However, on a 
given facet, the pressure variation along the facet will, in 
general, not be linear. 

A representative nondimensional axial pressure distribution 
is shown in Fig. 8. The open data symbols represent data at 
cyclically corresponding locations on the forward-facing 
facets, while the black symbols denote similar data for the 
rearward-facing facets. Least-squares straight lines have been 
passed through the data points which fall in the periodically 
fully developed regime. As follows from the theory of the 
periodic fully developed regime, the two straight lines are of 
identical slope. 

The onset of the linear pressure drop occurs at an axial 
coordinate five hydraulic diameters downstream of the duct 
inlet, on the fifth facet. 

Friction factors were calculated from equation (4) using the 
slopes (dp/dx) of the measured pressure distributions as 
input, and the results are listed in Table 3. The Reynolds 
number range in this table is the same as that covered in the 
heat transfer experiments. 

Over the entire Reynolds number range, very little, if any, 
dependence on the Reynolds number can be detected from the 
values shown, indicating that the pressure drop is solely due to 
inertial losses. 

The magnitude of the friction factors is very high compared 
to typical values for pipe flows. This result is not surprising in 
light of the cyclically separating, recirculating, and 
redeveloping flow pat tern of the corrugated duct. 

Concluding Remarks 

The experiments described herein represent the first 
definitive study of fully developed heat transfer for water 
flowing in a corrugated duct. The duct had a corrugation 
angle of 30 deg and an interwall spacing equal to the 
corrugation height. The Reynolds number based on hydraulic 
diameter was varied from 1500 to 25,000, and the Prandt l 
number was varied from 4 to 8. 

Flow visualization studies revealed a highly complex flow 
pattern including a strong forward flow adjacent to the 
surface of the front-facing facets and an oppositely-directed 
recirculating flow adjacent to the rearward facets. 

A periodic, fully developed, heat-transfer regime was 
identified by axial wall temperature measurements. From 
these temperature distributions, which provided a wall-to-
bulk temperature difference, and from the measured heat 
flux, Nusselt numbers were determined. These Nusselt 
numbers , when correlated with a power-law representation, 
resulted in a Reynolds-number exponent of 0.614 and a 
Prandt l -number exponent of 0.34. The 0.614 Reynolds-
number exponent agrees quite well with exponents used for 
forced convection in tube banks [3, 4] , which have similarly 
periodic separation and high turbulence levels. The 0.34 
Prandt l-number exponent is intermediate with respect to 
values found in the literature for turbulent flows. 

A high level of heat-transfer enhancement, when compared 
to the conventional parallel-plate channel, was associated 
with the corrugated duct flow. This enhancement, at about a 
factor of 2.5, projects the corrugated duct as a strong can­
didate for high heat-flux applications. 

Axial pressure distributions were used to determine friction 
factors, which exhibited virtually no dependence on Reynolds 
number, indicating the dominance of inertial-type losses. The 
magnitude of the friction factors, averaging 0.57, is very high 
when compared to conventional pipe flows. 

The results obtained here correspond to a specific geometry 
and, until other information becomes available, they should 
only be applied to configurations which do not differ ap­
preciably from that investigated here. 
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Multidimensional Numerical 
Modeling of Heat Exchangers 
A comprehensive, multidimensional, thermal-hydraulic model is developed for the 
analysis of shell-and-tube heat exchangers for liquid metal services. For the 
shellside fluid, the conservation equations of mass, momentum and energy for 
continuum fluids are modified using the concept of porosity, surface permeability 
and distributed resistance to account for the blockage effects due to the presence of 
heat transfer tubes, flow baffles/shrouds, the support plates, etc. On the tubeside, 
the heat transfer tubes are connected in parallel between the inlet and outlet 
plenums, and tubeside flow distribution is calculated based on the plenum-to-
plenum pressure difference being equal for all tubes. It is assumed that the fluid 
remains single-phased on the shell side and may undergo phase-change on the tube 
side, thereby simulating the conditions of Liquid Metal Fast Breeder Reactor 
(LMFBR) intermediate heat exchangers {IHX) and steam generators (SG). The 
analytical model predictions are compared with three sets of test data (one for IHX 
and two for SG) and favorable results are obtained, thus providing a limited 
validation of the model. 

Introduction 
Accurate and detailed knowledge of the fluid flow field and 

thermal distribution inside a heat exchanger becomes in­
valuable as a larger, more efficient and reliable unit is sought. 
This information is needed to provide proper evaluation of 
thermal and structural performance characteristics of a heat 
exchanger. Thermal-hydraulically unbalanced design or 
operation of a heat exchanger often causes unequal thermal 
loadings among the heat-transfer tubes, which may result in 
excessive thermal stresses in the tube bundle, thus impacting 
upon the integrity and reliability of the unit. The structural 
integrity of the pressure-bearing boundaries has direct safety 
implications for nuclear heat exchangers. 

The flow pattern and the thermal map of a shell-and-tube 
heat exchanger may be obtained either through actual testing 
of a scale model or using an analytical prediction method. 
Scale model testing using a liquid metal is, in general, 
prohibitively expensive, often costing millions of dollars. 
Instrumentation used in liquid metal experiments must be able 
to withstand high temperature (often up to 550 °C) and 
corrosive environment. Other supporting equipments, such as 
pumps, valves, piping, are, in general, of special order. 
Substituting liquid metals with other heating transferring 
media, such as water, is not fully satisfactory because of the 
inherently special heat-transfer characteristics of liquid 
metals. Pressurized water can be used, however, in the case of 
isothermal flow field testing [1]. Another problem associated 
with scale model test is that suitable similarity parameters 
must be obtained and matched between the scale model and 
the actual unit. Otherwise all the conclusions and information 
drawn from the experimental data will be of limited value. 

On the other hand, an analytical prediction method, when 
properly validated, will greatly reduce the need of scale model 
testing and aid in the optimization of heat-exchanger design, 
thus tremendous savings on cost and schedule are being 
realized. With the advent of large digital computers and 
advances in the development of computational fluid 
mechanics [2], it has become possible to provide analytical 
prediction through numerical solution of the complex con­
servation equations of mass, momentum and energy for both 
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the shellside and tubeside fluids. This numerical modeling 
technique will be a valuable, cost-effective design tool for 
development of advanced nuclear heat exchangers. 

This paper presents the detailed development of a transient, 
three-dimensional, thermal-hydraulic computer code known 
as COMMIX-IHX/SG. The shellside fluid is single-phased 
while the tubeside fluid is either single- or two-phased. This 
code is suitable for the analysis of liquid metal heat ex­
changers such as sodium-to-sodium intermediate heat ex­
changers and sodium-to-water steam generators, and of other 
types such as water-to-water and water-to-steam exchangers. 
The code was run for the three sets of experimental data and 
the resulting comparisons are reported herein. 

It may be noted that detailed heat-exchanger tube bundle 
thermal hydraulics of the type presented in this paper are 
considered to be in their infancy of development. It is hoped 
that the present paper will spur further interest in this area. 

Previous Analytical Methods 

In the past, several investigations have been made to obtain 
the flow distribution inside a heat exchanger through 
solutions of the continuum Navier-Stokes equations. The idea 
of using distribution resistances to simulate the presence of 
heat-transfer tubes and baffle plates on the shell side of a heat 
exchanger was first introduced by Patankar and Spalding [3]. 
These authors assumed that the space inside a heat exchanger 
is uniformly filled with fluid, throughout which, however, a 
resistance to fluid motion is distributed on a fine scale. But 
they did not calculate tubeside flow distribution. More 
recently, AbuRomia et al. [4] applied the distributed 
resistance concept to obtain the flow field between the typical 
tube support spans of the Clinch River Breeder Reactor Plant 
(CRBRP) Intermediate Heat Exchangers. This analysis was 
limited to an isothermal flow field and included a turbulence 
model which is perhaps more suitable for a plenum than for a 
tube bundle. 

Present Analysis Method 

In all the previous analyses, the distributed resistance 
concept was utilized for the shellside fluid to simulate the 
presence of the tube bundle, and the fluid porosity was 
assumed to be a volumetric one only. Consequently, the 
actual velocity vector, and thus the directional fluid 
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momentum, could not be adequately simulated because the 
tube bundle porosity or permeability is, in general, 
anisotropic. In the present analysis, a combination of volume 
porosity, surface permeability and distributed resistance 
concept [5, 6] is used to modify the continuum Navier-Stokes 
equations in order to properly account for the presence of the 
tube bundle, tube support baffles, flow baffles, etc., on the-
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Fig. 1 Tubeside model 

shellside of the heat exchanger (more details to follow). It may 
be noted that, without the volumetric porosity/surface 
permeability factors, the calculated fluid momentum would 
be lower than the actual momentum; and without the 
distributed resistance, the calculated pressure drop would be 
less than the actual pressure drop. 

Since most liquid metal heat exchangers are of cylindrical 
geometry, the polar-cylindrical coordinate system is adopted 
in the development of conservation equations for the shellside 
fluid. These equations are: 

Continuity Equation: 

9 1 3 Id 3 
yt (juP)+ - yr (yrpru) + - — (yspv)+y (yzpw) = 0 (1) 

Momentum Equations: 
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dv 

~97 

9 r r l 9 1 9 

+ i^w)J\ + y»pgr (2) 

9 

Yt 
1 9 1 9 

(yvpv) + - — (yrpuv) + ̂ j — (yepv1) r dr r2 3d 

N o m e n c l a t u r e 

A = flow area (m2) 
c = specific heat (kJ/kg, °C) 
d = tube inner diameter (m) 

e,j = twice strain rate 
F = frictional pressure drop term defined in equation (21) 
/ = friction factor 
g = gravitational acceleration (m/sec2) 
h = fluid enthalpy (kJ/kg) 
K = turbulent kinetic energy (m2/sec2) 

Areff = effective thermal conductivity (W/m, °C) 
k,„ = molecular thermal conductivity (W/m, °C) 
k, = turbulent thermal conductivity (W/m, °C) 

/ = Prandtl's mixing length (m) 
p = fluid pressure (Pa) 

Pr = Prandtl number 
Q = volumetric heat source or sink (J/m3 , sec) 

Ri = distributed flow resistance in the ith directic 
r = radial coordinate (m) 

r, = thermal resistance between heat transfer 
tubeside fluid (m3, °C/W) 

r0 = thermal resistance between heat transfer 
shellside fluid (m 3 , °C/W) 

T =- temperature (primarily shellside fluid) (°C) 
t = time (s) 
u = velocity in the /--direction or on tubeside (m/s) 
V = flow velocity (m/s) 
v = velocity in the 0-direction (m/s) 

w = 
y = 
z = 
a = 
0 = 

7/ = 
y» = 

AP = 
e M = 

f* = 

V = 

p = 

4>2 = 

Q = 

velocity in the z-direction (m/s) 
distance measured from wall (m) 
axial coordinate (m) 
void fraction 
coefficient of volumetric expansion 
surface permeability component 
volumetric porosity 
pressure difference (Pa) 
eddy diffusivity for momentum transport (m2/s) 
dynamic viscosity (Pa, s) 
kinematic viscosity (m2/s) 
density (kg/m3) 
Martinelli-Nelson's two phase flow friction 
multiplier 
modification factor to Martinelli-Nelson multiplier 

n(N/m 3) 

tube and 

tube and 

's) 

Subscripts 

eff = effective 
/ = fluid condition 
/ = liquid phase 

g = gas phase 
r = radial direction 
5 = velocity slip 
t = turbulent quantity, or tubeside fluid 

w = tube wall condition 
z = axial direction 
6 = circumferential or azimuthal direction 
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Energy Equation: 

dt r dr r dv 

a 1 a 
+ T - ( 7 Z P > V / ; ) = - - ~ 

az /• a/-^7^eff 

1 
30 (79^ ar\ e f f a e 7 + a^ {y*kt«y_ 

3T\ 
rTr) 

dT\ 

dz' 
+ Q (5) 

Here yv is the volumetric porosity, y, the surface permeability 
component, R, the distributed resistance component, Q the 
amount of heat transferred into the shellside fluid from the 
heat-transfer tube per unit volume of the shellside fluid; the 
other symbols are defined in the nomenclature. The energy 
equation has neglected viscous dissipation and compression 
work terms since they are of secondary importance in heat 
exchange equipment. 

Note that the only difference between the continuum 
Navier-Stokes equations and the above conservation 
equations for the shellside fluid is the presence of the volume 
porosity and surface permeability factors and the distributed 
resistance terms. In the absence of detailed information on 
these quantities in the tube bundle fluid flow, one may use the 
following approximations'. (0) volume porosity = fraction of 
volume occupied by fluid in the control volume, (b) surface 
permeability factor = fraction of open projected flow area in 
the direction of flow component in the control volume 
(descrete values were used at the nodal points), and (c) 
distributed resistance = pressure loss term in the direction of 
flow component through submerged obstacles such as flow 
baffles and tube support plates. 

It may also be noted that dp/dx, are normal static presure 
gradients. Distributed flow resistance terms are added to 
account for pressure losses due to the presence of discon­
tinuous flow obstacles (such as tubes). Without these terms, 
the momentum equations cannot be treated as continuum 

fluid mechanics. Distributed flow resistance terms are input 
and thus cannot be readily combined with the regular pressure 
difference (dp/dx,) terms. 

These equations will become identical to the continuum 
fluid equations if both the volumetric porosity and surface 
permeability factors are set equal to unity and the distributed 
resistance terms are dropped out. 

For the terms that include the turbulence effects, a one-
equation turbulence model for a tube bundle based on the 
tranport equation for the turbulent kinetic energy is developed 
as shown: 

a 1 a i a 
(apK) + - — (yrPruK) + - — (yepvK) dt r dr r 3d 

+ -^ (yzpvoK) = ii,\e„—{yru) 

3 3 u 
+ ere^~ (yrv)+erz~- (yrw) +yr — em 

dr dr r 

+ ere
l
r^(yBu)+em\le(y)v) 

1 a v a 
f e"z7 30 (yew)-ye — ere + erz-r- (yzu) 

3 3 
+ eez-r- hzV) +ea— (yzw) 

dz dz 

for 
C,Pn,p \(grerr+geere+gzerz) 

dT 

Yr 

1 dT 
+ {grere +geem +gzez0) - — 

r 0(7 

+ C, 

+ (grerz + 

1 3 

dTl 
+ *«««>* J 

[-rYri^ 

( 

3K\ 
r— ) + — — l/*,7« — I 

1 a 
dr J ' 7* 30 

3K\ 

Ye) 

+ Yz(^Yz)\-R>- pe 

where 

e = Cn 

H^C.pK"! 

R, = CraRr\u\+R0\v\+Rz \w\ 

(6) 

(7) 

(8) 

(9) 

Note that / is the mixing length, e,y two times the strain rate, 
R, turbulent kinetic energy due to distributed resistance, and 
CD,Cr,Cs,C,, C^ are empirical constants. The mixing length 
as experimentally obtained for a rod bundle by Carajilescov 
and Todreas [7] is used in the present analysis: 

- =0.44+ 0.66sinT—— f- -0 .44)1 fo r0 .44<^ <1.0 
v L 0 . 3 8 \ j / J y 

(10a) 

1 = 1 
y y 

forO < - <0.44 
y 

(10*) 

where y is the radial distance from the tube all to the 
maximum velocity line. 

The above expressions (equations 10(a) and 10(£>)) were 
used in the absence of tube bundle data. However, the 
dominant mixing mechanism in the heat-exchanger tube 
bundles under consideration is that due to the physical fluid 
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Table 1 Tubeside thermal/hydraulic correlations for water 

Heat-transfer correlations 

Table 2 AI-MSG physical dimensions 

Subcooled water 
Subcooled boiling 
Nucleate boiling 
Critical heat flux 

Film boiling 

Superheated steam 

Pressure drop correlations 

Single phase 
Two-phase flow 

Dittus-Boelter 
Thorn 
Chen and Jens-Lottes 
Westinghouse and Atomics 
International (AI) correlations 
Bishop-Sandberg-Tong and 
AI correlations 
Heineman 

Colebrook 
Modified Martinelli-Nelson 

mixing, rather than turbulence-induced mixing whose effect is 
therefore considered to be rather small. 

The effective fluid viscosity ne{! and thermal conductivity 
keff are defined by: 

Meff = /* + /*( ( 1 ! ) 

ktff = km+k, (12) 

Here the turbulent viscosity n, and the turbulent thermal 
conductivity k, are interrelated through the turbulent Prandtl 
number. In the present analysis, Dwyer's expression for the 
turbulent Prandtl number for liquid metal flow through a 
tube bundle is adopted [8]: 

1.82 
(Pr),= en, 

As for the tubeside 

= 1 - (13) 
Prfe*/*)1"4 

fluid, flow is considered as a 

Tubes 

Outside diameter (mm) 
Tube wall thickness (mm) 
Tube length (tubesheet to tubesheet) (m) 

Shortest tube 
Longest tube 

Active heat-transfer length (m) 
Active heat-transfer area (m2) 
Number of tubes 
Average pitch to diameter ratio 
Material 

Tubesheets 

Thickness (mm 
Outside diameter (mm) 

Shell 

Main shell outside diameter (mm) 
Main shell thickness (mm) 
Header shell outside diameter (mm) 
Header shell thickness (mm) 

Tube Spacers 

Thickness (mm) 
Number of tube spacers 
Support 
Hole diameter (mm) 

15.875 
2.921 

20.88 
21.47 
17.68 

139.0 
158.0 

1.885 
2VtCx-\Mo steel 

152.4 
482.6 

457.2 
19.05 

609.6 
50.8 

19.05 
24.0 

8 tierods 
16.18 

multichannel, one-dimensional flow between two common 
plenums, as shown in Fig. 1. The state of fluid can be either 
single phase as in an intermediate heat exchanger or two phase 
as in a steam generator. In the following, the two-phase 
conservation equations are developed. However, these 
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RADIAL DISTANCE, m 
Fig. 3 Axial velocity profile at 100 percent flow 

equations can be reduced to the single-phase equations with 
proper adjustment of parameters (e.g., a = 0). 

Adopting a homogeneous, equilibrium, two-phase flow 
model with the velocity slip between the liquid and vapor 
phases, one may write the conservation equations in the form: 

Continuity Equation: 

dp d 
(/>") = 0 (14) dt dz 

Momentum Equation: 

a d , 
— (pu) + — (pul)= -
dt dz 

dF 

dp_ 

dz 

_ _ _ ° r 
dz dz L 

a ( l - a) pgpi 
V,V, 

Energy Equation: 

d 

dt dz 

Tw-T, 
+ 

Dp 
Dt 

(15) 

(16) 

Here, r, is the thermal resistance between the tube wall and 
the tubeside fluid. The thermal-hydraulic correlations used 
for the tubeside heat transfer and pressure drop for water are 
summarized in Table 1. The two-phase fluid density, mass 
flux, and phase velocities are given by: 

p = apg + (l-a)p, (17) 

pu = apgVg+(\-a)plVs 

pU + (\-a)p,Vs 
ve = -

(18) 

(19) 

V,= 
pu-ap„Vs 

A water/steam slip and void fraction correlation based on 
experimental data for upward water/steam flow obtained by 
Thorn [9] is used in the model. The water/steam property 
subroutine based on the 1967 ASME Steam Tables [15] has 
been incorporated into the code. 

The friction pressure drop term dF/dz in equation (15) is 
related to the friction factor by an equation: 

dF 

~dz 
= Q(j)' 2 / 

d 

1 
-p\u\u (21) 
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Fig. 4 Axial velocity profile at 40 percent flow 

The tubeside flow distribution is governed by two boundary 
conditions. First, all fluid channels have common inlet and 
exit plenum pressures and thus the pressure difference 
remains the same for all channels: 

(Ap)i = (Ap)J (22) 

Second, the sum of all the mass-flow rates at the channel 
inlets must be equal to the total mass-flow rate supplied to the 
tubeside at any time. 

2J (puA),, Inlet = Total tubeside flow (23) 

Conservation equations have been developed above for 
both the shellside and tubeside fluids. The linkage between 
these two fluids is the energy conservation equation for the 
heat-transfer tube wall, which may be written in the form: 

PwC\\ 
dt 

T- Tw ^T,-Tw 

r0 

(24) 

where r0 is the thermal resistance between the tube wall and 
the shellside fluid. 

The above set of conservation equations for the shellside 
and tubeside fluids, and the tube wall, are put into finite-
difference form using Harlow's Implicit Continuum-fluid 
Eulerian (ICE) method [10] and solved on a digital computer. 
The ICE method has been widely used in fluid flow com­
putation, and will not be repeated here. 

The computer code developed above is named the COM-
MIX-IHX/SG code or simply COMMIX code. 

(20) Validation of Analytical Model 

In order for an analytical modeling technique to be useful 
as a design tool, proper validation must be done. A limited 
quantitative validation effort has been made. Comparisons 
with three different sets of experimental data are presented in 
the following. It is noted that both two- and three- dimen­
sional computations were made for validation runs, but only 
two-dimensional cases are presented in this paper. The results 
are presented in dimensional form, primarily because 
generalization using dimensionless parameters is very difficult 
and also time-consuming from a computational standpoint. 
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Table 3 AI-MSG steady-state operation test conditions 
(102.8 percent power) 

05 
0 20 40 60 80 100 120 

% OF FULL FLOW RATE 

Fig. 5 30 deg sector model pressure drop 

Comparison with 30° Sector Full-size CRBRP Intermediate 
Heat Exchanger Flow Model Test. This is an isothermal flow 
model test conducted by Foster Wheeler Energy Corporation 
[1]. The 30-deg sector, full-scale test model duplicates the 
Clinch River Breeder Reactor Plant (CRBRP) Intermediate 
Sodium Heat Exchanger tube bundle configuration, including 
the tubes, baffles, and inner and outer shrouds. The model 
length, however, is shorter by three baffle spans than the 
corresponding IHX bundle. Figure 2 shows the tube bundle 
configuration and a vertical cross-sectional view of the ex­
perimental setup. The tube bundle has been assembled with 
219 stainless steel tubes of 22-mm (7/8 in.) o.d. in an 
equilateral pitch of 33.3 mm (1.312 in.). The upper half of the 
bundle has 2/3 area overlapping baffles and the lower half 
contains 1/2 area overlapping baffles. Water at temperature 
of 77°C (170°F) was used as a working fluid, in order to 
simulate sodium viscosity and Reynolds number. The full 
flow rate for the model was 10.56 mVmin (2790 GPM) which 
corresponds to the full flow rate of the CRBRP-IHX. 

The COMMIX computer model of the above 30-deg sector 
IHX test module is a two-dimensional, axisymmetric one, 
consisting of 9 radial nodes and 76 axial nodes. Several 
computer runs were made with different inlet flow rates 
ranging from 100 to 10 percent of full flow. The results for the 
axial velocity components at various elevations near the flow 
baffles are shown in the broken lines in Figs. 3 and 4 for 100 
and 40 percent of full flow conditions, respectively. 
Superimposed on these analytical velocity profiles are the 
corresponding measured velocity profiles. The agreement 
between analytical predictions and experimental indications 
appears satisfactory, considering experimental uncertainties 
and analytical complexities. At 100 percent flow rate, the 
analytical solution overestimates the axial velocity com­
ponents implying that the crossflow resistance correlation 
used in the analysis may be conservative. A comparison for 
the pressure drop across the test unit is shown in Fig. 5. The 
agreement is quite good, even though the analytical predic­
tions tend to be higher at 100 percent flow, and lower at 10 
percent, flow than the measurements. 

Comparison with AI-Modular Steam Generator Test. The 
Atomics International Modular Steam Generator (AI-MSG) 
is a counterflow, once-through, sodium-to-water heat ex-

Water flow (kg/hr) 
Sodium flow (kg/hr) 
Water inlet temperature (°C) 
Sodium inlet temperature (°C) 
Steam outlet pressure (MPa) 
Steam outlet temperature (°C) 
Sodium outlet temperature (°C) 
Thermal duty (MW) 

57,800 
735,000 

246 
464 
17.9 
439 
341 

32.1 

Table 4 50-MWT SNR-steam generator physical dimensions 

Tubes 

Outside diameter (mm) 
Tubewall thickness (mm) 
Heating surface based on o.d. (m2) 
Active heat transfer tube length (m) 

Number of tubes 
Tube arrangement 
Tube pitch (mm) 
Material 

Tube spacer/support 

Number of tube supports 
Perforation 

Shell 

i.d. (mm) 
Thickness (mm) 

17.2 
2.9 

104.2 
13.87 

139 
Triangular 

27.5 
2!4 Cr-1 Mo steel 

20 
75% 

468 
20 

changer of an inverted hockey stick configuration. Sodium 
flows downward on the shell side and water/steam flows 
upward inside 158 tubes. Sodium nozzles are located at some 
distance away from water and steam nozzles, and 
semistagnant sodium regions exist in the tube bundle between 
the sodium outlet and the water inlet, and between the sodium 
inlet and the steam outlet. The physical dimensions of the 
MSG are summarized in Table 2. The further details of the 
MSG and its operation may be found in [11], 

The COMMIX computer model for the AI-MSG unit, 
shown in Fig. 6, is an axisymmetric model with 8 radial and 82 
axial nodes, totaling 656 nodes. (See Fig. 7 for unit con­
figuration.) The active heat-transfer region consists of axial 
nodes 11 through 73. The upper hockey-stick bend area is 
simulated by a vertical cylindrical sections (nodes 1 through 
10) because the present version of the code does not have 
provisions to model a bend or elbow configuration. The lower 
stagnation region is modeled by nodes 74 through 82. In the 
radial direction, the tube bundle is modeled by nodes 1 
through 6. Radial node 7 simulated the tubeless space between 
the bundle and the shell. 

The thermal hydraulic operating conditions used for the 
COMMIX simulation model is summarized in Table 3. This 
steady-state condition corresponds to 102.8 percent power 
condition. 

In the MSG test, thermocouples were mounted on the shell 
wall and inside of the tube bundle. The thermocouple data 
points for the Table 3 test conditions are shown in Fig. 7 as a 
function of the active heat-transfer length of the bundle. The 
solid line indicates the average temperature profile based on 
these thermocouple data. Superimposed on this, in broken 
lines, are the analytical results from the COMMIX Code. 
Fairly good agreement between the test data and the predicted 
values is seen. 

Also plotted in Fig. 7 are the average water/steam tem­
perature profiles. Note that, on the water/steam side, only the 
inlet water and outlet steam temperatures were measured by 
test facility thermocouples. The solid line water/steam 
temperature profile is computed based on the measured 
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averaged sodium temperature along the steam generator. The 
discrepancy between the predicted exit steam temperature 
(435°C) and the measured value (439°C) is nearly within the 
experimental measurement error band of ±3°C which was 
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Fig. 8 MSG steam quality and tube temperature profiles 

estimated for the exit steam temperature. From a standpoint 
of enthalpy pickup by water/steam, the above discrepancy of 
4°C for the exit steam temperature amounts to less than 0.3 
percent difference. 

Figure 8 shows the steam quality and the tube-wall tem­
perature profiles for all radial tube rows that were simulated 
in the COMMIX model. Due to generally higher sodium 
temperatures around the outer tubes, the heat input is greater 
for the outer tubes and, therefore, the departure from 
nucleate boiling (DNB) point occurs earlier (7.16 m from tube 
entrance) and at a lower quality (32 percent) for the outermost 
tubes. The average DNB quality for all tubes is 38 percent, 
which is close to the experimentally-determined DNB quality 
of 40 percent. Due to the lack of local measurement data, a 
detailed comparison cannot be made. 

The tubeside flow maldistribution, induced by thermal 
unbalance on the shellside, is predicted to be approximately 
± 2 percent. This relatively small variation is probably 
because the tube bundle diameter is relatively small (0.46 m). 
The shellside entrance/exit crossflow effect is thus minimized. 
The overall tubeside pressure drop is computed to be 661 kPa, 
which compares favorably with the 669 kPa drop measured in 
the experiment. 

Comparison with 50 MWt SNR-Steam Generator 
Test. The 50-MWt, SNR-steam generator is a shell-and-tube, 
liquid sodium heated steam generator which was designed, 
constructed and tested by NERATOOM for Dutch LMFBR 
program [12]. Since actual design drawings for the steam 
generator were not available, a COMMIX computer model 
was constructed based on limited information available 
[12-14]. 

The 50-MWt, SNR-steam generator under consideration is 
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a straight-tube, verticaly mounted, shell-and-tube heat ex­
changer, employing longitudinal flow on the shell side. The 
analytical computer model for the steam generator is an 
axisymmetric one with 8 radial nodes and 50 axial nodes as 
shown in Fig. 9. In the radial direction the tube bundle is 
modeled by nodes 1 to 7. Since detail drawings were not 
available, both the inlet and exit windows were assumed to be 
254-mm high. This assumption is not expected to result in any 
significant errors. AH support plates are assumed to have 75 
percent open flow area. The physical dimensions of the unit 
are summarized in Table 4. 

In the SNR-steam generator test, seven thermocouples were 
placed at the steam exit ends of seven radially-positioned heat 
transfer tubes (but only five thermocouple readings were 
reported), and therefore, the computer model has 7 radial 
nodes to reflect this T/C arrangement and, thus, to provide 
proper comparisons between test data and predicted values. A 
comparison has been made in Fig. 10 for the radial tem­
perature distribution of the existing steam. In both ex­
periment and prediction, the steam exit temperature is higher 
at the shroud location, probably due to the combined effects 
of the hotter shellside fluid temperature at the entrance and of 
possible flow bypassing on the shellside along the shroud. An 
agreement is excellent for the tubes located at both edges of 
the tube bundle, and deviations up to 11 °C are realized in the 
middle of the bundle. On the average, the simulation un-
derpredicts the exit steam temperature by approximately 6°C. 
However, in terms of an overall enthalpy (or thermal energy) 
pickup, this difference amounts to less than 0.5 percent 
difference. A few factors can cause this discrepancy. As 
indicated earlier, the physical dimensions used are only ap­
proximate at best because detail drawings of the steam 
generator are not available at the time of this study. The heat-
transfer and DNB correlations used in analytical simulation 
may also contribute to the differences. 
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Fig. 10 SNR radial steam exit temperature profile 

It may be noted that a typical computing time was 5 CPU 
min and a storage requirement was 300K on a CDC-176 
computer. Also grid independence of solutions was not 
closely examined (not the subject of the paper). 

Conclusions 

The detailed development of a comprehensive, 
multidimensional, thermal hydraulic, heat-exchanger analysis 
computer code is presented. The concept of porosity, per­
meability and distributed flow resistance has been employed 
on the shellside fluid, to modify the continuum Navier-Stokes 
equations to properly accent for the blockage effects of the 
heat exchanger tube bundle. The tubeside flow is considered 
as a multichannel, parallel flow between two common inlet 
and exit plenums. The conservation equations were put into 
finite-difference form using the implicit continuum-fluid 
Eulerian method and solved on a digital computer. 

The above analytical model was tested using three sets of 
experimental data. The first set of data were taken from 
isothermal water test results in a tube bundle, and the other 
two sets of data from the nonisothermal, sodium-heated 
steam generator tests. The comparisons between analytical 
predictions and experimental indications appear satisfactory 
considering analytical complexities and experimental un­
certainties, thus rendering a credence to the analytical model. 
However, there definitely exists a room for further im­
provements in the analytical approaches. 
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Radiation Configuration Factors 
Between Disks and a Class of 
Axisymmetric Bodies 
A general formulation is developed for the radiation shape factors between a disk 
and a class of coaxial axisymmetric bodies such as cylinder, cone, ellipsoid, and 
paraboloid. In certain cases, the view factors can be derived analytically directly 
from the present technique, while in others, they can be generated from a single 
numerical integration. The analytical solutions for view factors from a disk to a 
coaxial cylinder based on the present approach are found to agree with those 
published earlier. The analytical formulae of view factors from disks or annular 
rings to circular cones, truncated cones, ellipsoid, paraboloids, and truncated 
praboloid are herein presented. 

Introduction 

The determination of radiative view factors between disks 
and axisymmetric bodies is of practical importance in the 
design of annular fin-tube radiators for thermal control 
systems of satellites and in the computation of radiative 
exchange between a spacecraft and its engine exhaust plume. 
Mathematically, the view factors from a disk to axisymmetric 
bodies are in terms of complicated quadruple integrals. The 
evaluation of such expressions are extremely tedious even with 
the aid of digital computers. Closed-form solutions to these 
integrals are available for only a few simple cases [1-4]. 

With the aid of digital computers, configuration factors of 
more complicated geometries were obtained [5-8]. More 
recently Chung and Naraghi [9, 10] introduced a general 
formulation for the angle factors from a sphere to a class of 
axisymmetric bodies. In this study a similar approach as 
presented in reference [9] is employed to develop a general 
formulation for radiative configuration factors between a 
disk and certain axisymmetric bodies such as paraboloid, 
ellipsoid, cone, and cylinder. This method requires the use of 
a single numerical integration at the worst condition. For 
many cases, exact solutions are obtainable. 

Mathematical Analysis and General Formulation 

The following procedures are used to formulate the con­
figuration view factor from a disk to an arbitrary coaxial 
axisymmetric body: (/) The contour integral method [11] is 
first applied to derive the shape factor between a disk and a 
differential element with an arbitrary orientation; (//') an 
analytical expression for the configuration view factor be­
tween a disk and a coaxial differential ring is obtained by 
rotating the above differential element around the per­
pendicular axis passing through the center of the disk; (Hi) the 
resulting expression mentioned above is then integrated over 
the surface of the axisymmetric body to give the view factor 
from a disk to a coaxial axisymmetric body. Mathematical 
detail of the above procedure is described below. 

View Factor from a Differential Planar Source to a Disk. 
This problem can be divided into two parts; namely, the disk 
is fully visible by the differential element, and the disk is 
partially visible from the differential element (see Fig. 1). The 
first case holds when the plane of the differential element does 

Contributed by the Heat Transfer Division and presented at the 20th 
ASME/AIChE National Heat Transfer Conference, Milwaukee, Wisconsin, 
August 2-5, 1981. Manuscript received by the Heat Transfer Divison August 
14, 1981. Paper No. 81-HT-56. 

not intersect the disk, while the second case corresponds to the 
situation when dA2 and the disk intersect. 

Case I. The disk is fully visible by the element. This case 
holds when - w/2 < 6 < TT/2 and tan"1 [h/(p-r)] < 6 < 
t a n - 1 [h/(p + r)]. The shape factor FdA2_d can be obtained 
from the contour integrals given below: 

(z-z2)dy-(y-y2)dz 
, = h 

+ m2§( 

+ «2$C 

2xL2 

(x-x2)dz- (z-z2)dx 

via? 

(y-y2)dx-(x-x2)dy 

2-KL2 (1) 

where C is the contour around the disk and l2, m2, and n2 are 
the direction cosines of the outward normal vector, n2. It can 
be seen from Fig. 1 that x2 = 0, y2 = p,z2 = 0, x = r sinco, y 
= rcosoi, z = h,l2, = 0, m2 = s'rnd, n2 = cosd and/-2 = r2 

sin2 co + (p — rcosu)2 + h2 r2 + p2 
+ h2 2p r cosw. 

Substituting the above expressions into equation (1) and 
carrying out the integration yields: 

(/ r2-p2-h2 \ 

+ P V 

[ ( r 2 + p 2 + / ! 2 ) 2 - 4 / 7 2 r 2 ] , / ! 

r2 +p2+h2 

ICOS0 

- ) sinfl] 
[ ( r 2+p 2+/2 2) 2-4/? 2r 2] , / ! 

" ' [h/(P~r)]<e<ian-1 [h/(p + r)] 

(2a) 

where tan" 

Case II. The disk is partially visible by the element. This 

§ Sn2 

dA0 

Fig. 1 Differential element-disk view factor geometry 
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Fig. 3 Disk-differential conical ring view factor geometry 

y=f(x) 

dA2 

Fig. 2 Detail of contour C 

case holds when 0 < 6 < ir and tan"1 [h/(p + r)] •& 6 < 
tan" ' [h/(p — r)]. As shown in Fig. 1, the differential element 
can only "see" a part of the disk (the shaded part in the top 
view of Fig. 2). 

The corresponding contour, C, consists of a partial circle 
and a straight line. For the part of circle, x = r sinco, y = r 
cosco, z = h and L2 = r2 + p2 + h2 - 2 p r cosco, for the part 
of straight line, y = p — h cot#, z — h and L2 =x2 + h2 cot2 9 
+ h2. Substituting the foregoing expressions into equation (1) 
and integrating yields 

Fig. 4 Disk-axisymmetric body view factor geometry 

1 / h . \ _ , / / ? • 
- I cosflH sinfll cos ' ( — 

-hcotd\ 

(r2 -p2 - h2)cosd- (r2+p2+h2)(hsmd)/p 

Tr[(r2+p2+h2y-4p2r2]'' + tan" ( 
[r2-(p-/icot6>)2]' /2sing\ 

h / 
(2b) 

tan" itf (r
2 +p2 • h2+2pr)(r-p + hcotd) 

•2 +p2+h2-2pr) (r+p-hcotd) n In the limiting case of p = 0, equations (2a) and (2b) axe 
respectively reduced to the following expressions 

N o m e n c l a t u r e 

a,b = 

C = 
e = 

E 
fix) 

F 
h 

H = 
I = 

L = 

2,m2,n2 

dimensional half-length of 
the axes of the ellipsoid 
contour of the disk 
distance between the focus 
and vertex of the par­
aboloid (focal length of 
the paraboloid) 
e/r 
function generator of the 
axisymmetric body 
radiation view factor 
distance between center of 
the disk and the origin of 
coordinates in Fig. 1 
h/r 
length of the cylinder or 
paraboloid 
llr or distance between the 
differential element and 
the contour, C 
direction cosines of vector 
n2 

n-, 

P 

P 
r 

r2 

R 
s 

S 

= unit vector outward 
normal from a differential 
element dA 2 

= distance between the 
differential element and 
the origin of coordinates 

= p/r 
= radius of the disk 
= radius of the cylinder or 

cone 
= r2/r 
= distance between disk and 

axisymmetric body 
= s/r 

Subscripts 

ax 
d 

d' 
dA2 

c 
cy 

i 

e 

P 
I 

Greek Symbols 

a — half angle of the nose of 
the cone 

6 = angle between n2 and z-
axis 

II = 

&r = 

axisymmetric body 
disk 
annular ring 
differential element 
cone 
cylinder 
internal common tangent 
point 
external common tangent 
point, or ellipsoid 
paraboloid 
the region in the ax­
isymmetric body of which 
the tangent planes never 
intersect the disk but is 
visible from the disk 
the region in the 
axisymmetric body of 
which the tangent planes 
always intersect the disk 
differential ring 
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Fig. 5 Illustration of three regions in disk-axisymmetric body view of 
factor geometry 

Fig. 6 Positions of points xf and xe 

COS0 

and 

FdA~ 
_ rhsind r /hcotd\2iVl 

~ T{r2+h2)l \~r~) J 

r2 cosd ./-hcotd\ 
ir(h2+r2) \ r / 

(2c) 

+ — tan" 
•w 

( r 2 - / j 2 c o t 2 0 ) ! sin0 
h J 

1 (2d) 

When 9 = ir/2, equations (2c) and (Id) become identical to 
those presented earlier by Chung and Sumitra [15] and Juul 
[16]. 

View Factor from a Disk to a Coaxial Differential Ring. 
We now consider the radiation between the disk and any 
differential element on the conical ring, as shown in Fig 3. 
The application of the reciprocal rule leads to 

dFd-dA-L 

Integrating dF{ 

dA1 yd^ds 

*r 
dA2-d 

with respect to £ and noting that the 

figuration, we obtain a closed form solution for the view 
factor from the disk to the coaxial differential ring: 

f2* yds 
dPd-6r= „ 2 

J 0 HT2 

2 1 
r2 FdA-j-d d£ = 72~ FdA2-d ds (4) 

where FdAl^d is given by equations (2a) and (lb). 
View Factor From a Disk to a Coaxial Axisymmetric Body. 

Let the differential ring obtained from equation (4) be a 
differential section of an axisymmetric body and let y = f(x) 
be the function generator of this axisymmetric body (i.e., the 
axisymmetric body is generated from the rotation of f(x) 
around the x-axis). Referring to Fig 4, we have 

Fig. 7 Annular ring-covergent cone view factor geometry 

Fig. 8 Annular ring-intersecting paraboloid view factor geometry 

ds=(\ + \f'(x)]2)'Adx, 0 = cot-'[/•'(*)] (5) 
Substituting equations (la) and (lb) into equation (4) and 
making use of equations (5) we obtain the following results 
for dFd^ir in terms of x, r, andf(x). 

dF(d-5r)l 

= ^{f(x)f'(x)[ 1 + 
r2-[fix)]2-x2 

+XII-WT 

[(r2 + [f(x)}2 +x2)2 -4[f(x)]2r2]'A 

r2 + [f(x)]2+x2 

l(r2 + [f(x)}2+x2)-4\f(x)]2r2] *]} dx (6a) 

(3) where 

S<X<Xj 

is independent of £ due to the symmetrical con- anc* 

dF{d-ir)n 

2 (-r2[x-f'(x)f(x)]-[x+f'(x)f(x)}(x2 + [f(x)]2) 
•nr1 I [r4 +2r2(x2 ~[f(x)]2) + ([f(x)]2 +x2)2]'/l 

l(r+f(x) )2 +x2][r+xf (x) - / (* ) ] n " 
tan 

cos 

. r JLC 
L [( x)]i r-f(x))2+x2][r-xf'(x)+f( 

+ Vi[x+f'(x)f(x)] 

l I / < * ) ~xf (x) 1 . L / W - W I _,_!/•'rvM2%w *-]+f(x)(l + [f'(x))2)'< 
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Table 1 View factors from disks or annual disks to axisymmetric bodies 

Configurations 

Annular Ring 
to Cylinder 

tl_L 

-At 

View Factor Formulae 

v / j y> 
d'-cy'TflW j ( 1 - R 2 ) tan"' (1^) - [n** J + L*)2.4R»] ! 

'[li:ii':S:ii»f 4^-'^*„-'[<,.*,*/•.] 
where R = r 2 / r and L = i/r 

tan 

Fd-c = F d - a x = F d - r l | R 2 + ( S + R c o t o ) 2 + 1 " ( [ 1 + R a + ( S + R cot a)2]2 - 4 R 2 V I 

If a > tan~V/s) 

n-1(jS)Ml+S>).t.n-1§+|i=Ia.[EFtt«-1^S 

(CD)2(ta„- ' L - t a n " ' | j ) ] + [ f ^ - SR t a n , ] c o s " V s tan , ) J 

tan —p- -

where 

A 

cos (-S tan a)> 

I f a < tan" ' ( r / s ) 

- [(S + R cot « | ! t (1+R) 2 ] 2 , B- [{S + R cot a ) 2 + 0 -R) 2 ] ! 

C= (cos a + S sin a) '2 , 0= (cos a - S sin a) 2 , E = R cota +S, 

F= R cot a - S, S = s/r 

3. Annular Ring to Truncated Cone r d - c .(1-R,2) -A 8 tan ^ c V ) 2 t a „ - l ^ [ ( H 2 + ! ^ i ) . 

t , n " 1 i r F ] + ( r ^ + HR i tana) cos"1 (R,.)} 

A = H2+(1+H tano t R j ) 2 , B = H2 * (1-H tan a - R, )2 . 

D' = d + R j " 2 , E' = ( 1 - R . 2 ) cos2a , R. = r . / r 
1 1 1 1 0 

v2 
C - ( 1 - M 

4. Disk or Annular Ring to El l ipsoid 

_ d l r ' a U W - b2a2) t ra2(r-2a2 * d2b2 - b2a2)'/2 

f d ' -e _ c - I I [r2 - b2(l - d2 /a2 ) ] , x i , x . - O 

5. Disk or Annular Ring to Paraboloid , _ r2 * 4es t r ( r 2 + 4es) 2 

e 2e 

1) x^s+e, Fd = i J4EL+(S + L ) 2 + l - ^ [ 1 + 4 E L + ( S + L ) 2 ] 2 - 1 6 E L ) 2 | 

2) " j ^ V F d - p - F d - I t F d - I I ' *e = S + ' ' E " e / r 

3) x >s+i, same as case 2 except that x does not change, 

, x- = 0, x is replaced by h i f x > h d -e d-e (r2 - 4es| 

• t a n ' 
(r2-[xf'(x)-f(x)]2y< 

}} dx (6b) 

when 

xj<x<xe 

To determine the configuration factor between the disk and 
a coaxial axisymmetric body, expressions given by equations 
(6a) and (6b) have to be integiated over the entire axisym­
metric body. To do so, we divide the axisymmetric body into 
the following three regions as illustrated in Fig. 5. 

Region I: The region which can be seen from the disk and 
withnoneof the tangent planes intersect, i.e.,s < x < xt. 

Region II: The portion of the axisymmetric body whose 
tangent planes always intersect the disk, i.e., x, < x < xe. 

Region III: The part of the axisymmetric body which 
cannot be seen by the disk, i.e.,x > xe. 

Integrating dFd^ir over Regions I and II just mentioned 
yields the radiation shape factor from the disk to the entire 
axisymmetric body, Fd_ax 

can be integrated analytically. Knowing f(s) = 0, this in­
tegral is expressed by 

F"-1 = 2 ^ [mXi)]2 +X'+r2 ~ [(/"2 + mXi)]1 +X')2 

-4[/U)]V]*] (8a) 

The second part of the integrals in equation (7), Fd_u is 
most unlikely to be integrated exactly, except for certain 
particular cases. It can be rewritten in the following compact 
form: 

^;;[-'^'»-'(lo^-'(^) 
+ /(*),un-'(^)]* 

Xp 
(8b) 

f xi J" xe where 
(d-Sr)H 

(7). 
The firts term on the right hand side of the above equation 

<j> = [r2 + x2 + lf(x) ]2 - 2rf(x) ]Vl 

t=[r2+x2 + \f(x) ]2 + 2rf(x) ] 'A 

r1 = [r+xf'(x)-f(x)]'A 
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Fig.9 Cone-cone view factor geometry 

\=[r-xf'(x)+f(x)]'/' 

$=x+f'(x)f(x) 
n=v + [f'(x)}2yA 

It should be pointed out that not necessarily all axisym-
metric bodies consist of all three regions previously men­
tioned. For certain geometries, such as cylinder, region I does 
not exit, i.e., Fd_l vanishes. On the other hand, for certain 
circular cones and caps, region II does not exist, and con­
sequently Fd_n becomes zero. 

Referring to Fig. 6, the integration limits in equation (8b) 
can be obtained as 

xif{xl)-f(x,)=r (9) 

and 

-xef'(xe)+f(xe) =r (10) 

Once/(x) and r are specified, xt and xe can be determined 
from equations (9) and (10). Note that equations (9) and (10) 
are not valid for those configurations for which either region I 
or II does not exist. For the cases of radiation from disk to 
cylinder or circular cones, the corresponding limits of in­
tegrations are the two end points of the axisymmetric body. 

Applications and Results 

Based on the aforementioned general formulations, 
equations (8) through (10), the view factors from a disk to a 
class of axisymmetric bodies, are investigated. These 
axisymmetric bodies include cylinders, right circular cone, 
truncated cone, ellipsoid, ellipsoidal cap, and paraboloid. The 
resulting formulae for view factors are summarized in Table 
1. Details of derivation may be found in reference [12] and 
some graphical representations of view factors have also been 
presented in reference [13]. 

The view factors from an annular ring to an attached 
coaxial cylinder is given by the first row of Table 1. To 
determine the view factor from the right hand side of the 
whole disk to the external surface of the cylinder, we simply 
multiply - /v_ c y by (1-R2). The formula agrees with those 
presented previously by sparrow et al. [3] and Rea [14] in 
which different approaches are employed. 

Exact solutions for the shape factor from a disk to coaxial 
cone are obtainable from equation (8a) or integration of 
equation (8b), depending whether the angle a is greater or less 
than tan"1 (/7s). The result is given in the second row of 
Table 1. 

Another interesting case encountered frequently in 
engineering applications is the radiation between an annular 
ring and an attached coaxial truncated cone (see No. 3 of 
Table 1). The shape factor for this configuration can be 
obtained using equation (8b) with x, = 0 and xe = h. The 
geometry factor from a disk or annular ring to a detached 
coaxial truncated cone can be obtained easly via flux algebra. 
Replacing a in Fd< _c by - a, we obtain the angle factor from 
an annular ring to a convergent truncated cone (see the 
configuration in Fig. 7). 

The determination of view factor from a disk to a coaxial 
ellipsoid requires a single numerical integration of Fd_n given 

by equation (8b). The upper and lower bounds of this integral 
can be solved directly from equations (9) and (10), rep-
sectively. Note that the first part of Fd_e is analytically ob­
tained from equation (8a). For a special case with alb = 1, 
the view factor from disk to ellipsoid reduces to that from 
disk to sphere. 

When the disk under consideration intersects the ellipsoid, 
the lower limit of the integral mentioned above becomes 
identical to zero, and the upper limit, xe, remains the same. In 
this case, Fd_{ vanishes, and the view factor from the disk to 
the ellipsoid is identical to Fd_u. 

In the derivation of equation (8b), we assumed that the 
whole surface of the right hand side of the disk is radiating. 
When the disk intersects the ellipsoid, part of the disk is 
covered by the ellipsoid. To determine the view factor from 
the annular ring to the truncated ellipsoid, the results ob­
tained by equation (8b) has to be multiplied by r2/[r2 -b2(l 
-cf/a2)}. 

In the derivation of view factor from a disk to a coaxial 
paraboloid, consideration must be given to three different 
situations: (/) The disk does not intersect the paraboloid, and 
Xj > s + I. In this case none of the tangent planes of the 
paraboloid intersect the disk. Consequently, Fd_n of 
equation (7) vanishes and a closed-from solution is obtained. 
(ii) When Xj < x + I < xe, both equations (8a) and (8b) are 
required with the upper limit xe being replaced by s + I. (Hi) 
When xe > s + I, the same relations as case 2 are applied 
except that xe does not change. For both cases 2 and 3, Gauss 
Quadrature technique was employed to integrate equation 
(8b). 

When the disk intersects the paraboloid (s < 0), then Fd_{ 

in equation (7) vanishes. Consequently, the lower limit of 
integration in equation (8b), xh is zero; the upper limit of the 
integration is determined from equation (10), if xe < h; 
otherwise xe = h (see Fig. 8). 

In order to determine the view factor from the annular ring 
to the intersected paraboloid, the above results are necessarily 
multiplied by the area ratio r2/(r2 - 4es). 

With the aid of the present results, the view factors for 
many other configurations can be easily derived. To mention 
a few examples, the view factor from an axisymmetric body to 
a differential ring can be obtained from the reciprocal rule 
and differentiation of Fax_d. The view factor from an 
axisymmetric body to the internal surfce of a coaxial cylinder 
can be calculated from the difference of view factors from the 
axisymmetric body to the two disks, Fax_d — Fax_dx, where 
d2 and d\ correspond to the circular openings at the two ends 
of the cylinder. The view factor from the base of the cylinder 
(or other axisymmetric bodies) between two adjacent circular 
fins to the outside environment, Fb_0, can be computed from 
the simple expressions: Fh=0 = 1 - (2Ad'/Ab) Fd' _cy, where 
A d' and A b are the two areas of the circular ring and the base, 
respectively, and F<j' ~cy is the view factor from the annular 
ring to the external surface of the cylinder. The shape factor 
between the separated coaxial cones shown in Fig. 9 can be 
expressed in terms of the view factor between disk and cone. 
For example, FC[„C2 = Ad2/AC['Fd Cl if a2 s c^; other­
wise, FCi_CJ = Adi/ACl -Fdx_C2. 

Conclusion 

A general formulation of radiative configuration factors 
from a disk to a class of coaxial axisymmetric bodies is 
developed. This formulation is semianalytical in nature and 
requires a single numerical integration at most. 

The application of the present technique is not restricted 
only to the geometries mentioned above. This method is 
applicable as long as the function generator of the axisym­
metric body, f(x), is continuous, / ' (x) exists, and / " (x) is 
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less than or equal to zero everywhere in the region between xt 

and xe. 
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Optimal Finite Analytic Methods 
A new method is proposed for obtaining finite difference equations for the solution 
of linear partial differential equations. The method is based on representing the 
approximate solution locally on a mesh element by polynomials which satisfy the 
differential equation. Then, by collocation, the value of the approximate solution, 
and its derivatives at the center of the mesh element may be expressed as a linear 
combination of neighbouring values of the solution. 

Introduction 
In a series of papers, Chen and Li [1-3], and also Chen, 

Naseri-Neshat, and Li [4, 5] have proposed a numerical 
method called the Finite Analytic Method (F.A.M.) for 
solving partial differential equations. The basic idea of the 
method is to use the analytic solution of the differential 
equation locally on a mesh element to generate a finite dif­
ference scheme. Clearly, the solution of the finite difference 
scheme preserves the characteristics of the solution of the 
partial differential equation, at least locally. Similar 
proposals have been made earlier by others [6-8], however, 
Chen and Li pursued the idea in great detail and applied their 
method to a variety of problems including a nonlinear fluid 
flow problem [4, 5]. 

In this paper we examine the Finite Analytic Method of 
Chen et al. We restrict our attention to two classical 
problems, viz., the Laplace and heat equations. These 
problems have been chosen because Chen and Li have given a 
detailed derivation of the F.A.M. for these two problems in 
[2, 4]. For the Laplace equation, Chen and Li arrived at a 
nine-point difference formula. However, this nine-point 
formula does not produce results which are as accurate as 
those produced by another nine-point formula which was 
reported by Bickley [13], Kantorovich and Krylov [11] and 
later by Greenspan [9, 10]. Chen and Li noted that their 
formula, which was derived in a completely different way, 
produced a difference scheme which was very close to the 
nine-point formula given by Greenspan. However, they did 
not carry out a comparative study of the numerical solutions 
obtained by the two slightly different nine-point formulas. 
They did observe that their scheme produced results which 
were more accurate than those computed by using the con­
ventional five-point formula. However, in this report we will 
show that when the mesh size is reduced, the error in the 
F.A.M., as given by Chen and Li, reduces at a rate which is no 
faster than the rate for the five-point formula. Furthermore, 
we feel that a comparison of a nine-point formula with a five-
point formula is not germain, because the bandwidth of the 
matrix for the nine-point scheme is greater and consequently 
the computational effort is also greater. Similar remarks 
apply to the difference scheme obtained by Chen and Li for 
the heat equation. Their scheme uses the same mesh points as 
the Crank-Nicolson scheme and it is not as accurate. 

In order to arrive at their difference scheme, Chen and Li 
need to use some approximation of the solution over the 
boundary of the mesh element. The approximation they use is 
an interpolating polynomial on each side of the element, 
which interpolates nodal values of the solution on the 
boundary of the element. For each side of a mesh element a 
different polynomial is used and the only way in which these 
polynomials are connected is by the common nodal value 
shared by two adjacent sides of an element. The accuracy of 
their method is thus limited by the accuracy of the polynomial 

approximations on the boundaries of the element. Chen and 
Li have recognized this as the weakness of their method and 
have proposed the use of higher degree polynomials. This 
would increase the number of nodal points on the boundary 
of the mesh element and consequently the bandwidth of the 
matrix. 

In this paper we propose additional conditions that can be 
imposed on the boundary approximations in order to arrive at 
a more accurate approximation without increasing the 
number of nodes in the element. With our choice of the 
boundary approximations we arrive at a difference scheme 
which has the highest order of truncation error for a given set 
of nodal points, therefore, we call such formulas "optimal." 
In the case of the Laplace equation with Dirichlet boundary 
conditions, the optimal F.A.M. produces the nine-point 
formula of Kantorovich, Krylov, Greenspan, Bickley and 
others. Similarly, for the heat equation, the optimal F.A.M. 
produces the formula of Lebedev and Douglas [12] which is 
known to have the highest order of accuracy. 

The derivation of these optimal formulas by Chen and Li's 
procedure is lengthy and unnecessarily complicated. We 
propose a new derivation which leads to these formulas more 
easily than Chen and Li's procedure or the conventional 
difference procedures used earlier in the literature. The key 
idea in our derivation is the same as that of Chen and Li, viz., 
the use of local analytic solutions of the differential equation. 
Chen and Li use spectral methods to get the analytic solutions 
which are expressed in terms of infinite series, and then 
impose boundary approximations which are polynomials. We 
use polynomial solutions of the differential equations for 
both the interior of the element and the boundaries, and 
derive the optimal formulas with ease and elegance. 

Laplace Equation 

Dirichlet Boundary Conditions. Chen and Li [2] have 
developed a nine-point formula for a subregion in the case of 
the two-dimensional Laplace equation, 

(1) AM = uxx + uyy=0 
with 

u=fs(x) ony= -h,u=fN(x) ony = h 

u-fw{y) onx= -k, u=fE(y) onx=k 
The nine-point formula obtained by Chen and Li for h = k 

is, 
u0 = c, («EC + wNC + HWC + usc) + c2(uSE + «sw 

+ UNE + «NW) (2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 4, 
1981. 

withe, = 0.20531458674 and c2 =0.044685413126. 
Formula (2) was obtained by assuming that the boundary 

functions/s(x),/E(y),/N(x),/w(y) are quadratic polynomials 
and that each polynomial interpolates three nodal values on 
the boundary. Observe that the four quadratic polynomials 
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are independent and are connected only through the nodal 
values at the corners. In all, there are eight free parameters in 
the boundary functions and these are expressed in terms of the 
eight nodal values on the boundaries. In order to derive a 
formula of optimal order using the same nodes as in (2), we 
need to use polynomials of as high a degree as possible 
without increasing the number of free parameters. This can be 
done by imposing certain available constraints. As a first step 
we may require that all the four polynomials be derived from 
a single polynomial in x and y. Naturally, such polynomials of 
degree two have six parameters and those of degree three have 
ten parameters. Therefore, we could not possibly include all 
the third-degree terms and get cubics on the boundaries. 
Additionally, we could impose the condition that this com­
mon boundary function should also satisfy the differential 
equation (1). No further conditions are available within the 
framework of our problem. It will now be shown that these 
conditions allow us to choose a polynomial of degree four in x 
and y and consequently the boundary functions can be chosen 
as polynomials of degree four. 

Consider the polynomial 

f(x,y)=A0+AiX+A2y+A3x
2+A4xy+A5y

2 

+ . . . + Al4y
4 (3) 

If A/ = 0, then we must have 

A3+A5=0,3A6+As=0,Ai+3A9=0,Au +AU=0 

/112= -6Ai0= -6,4,4 

Therefore (3) can be written as: 

f(x,y) =a0 + alx+a2y + a3(x
2 -y2) 

+ a4xy + a5(x
3 - 3xy2) 

+ a6 (3x2y -yi) + a-, (x4 - 6x2y2 + y4) 

+ ai(x
3y-xyi) (4) 

Note that the function f(x, y) consists of the real and 
imaginary parts of powers of x + iy, which are the solutions 
of equation (1). With the boundary functions fs(x), /EO0> 
/N(A-) and/ w (y) defined as restrictions of the function/(x, y) 
in (4), the F.A.M. [2] gives the following nine-point formula 
in the place of formula (2), 

u0 = l/5(uEC + «NC + wwc + wsc) + 1/20(MSE 

+ "NE + " N W + " S W ) (5) 

It is interesting to note that the formula (5) is well-known in 
the literature and has been derived by Bickley [13], Collatz 
[14], Kantorovich and Krylov [11], Greenspan [9], and others 
by using the Taylor series expansion or other standard finite 
differencing techniques which are quite different from the 
finite analytic method of Chen and Li. 

The use of the boundary function (4) in the derivation of (5) 
has led us to yet another procedure for the derivation of the 
formula (5). This derivation is much simpler than either the 
finite analytic procedure of Chen and Li or the Taylor series 
expansion methods. 

N o m e n c l a t u r e , ,— 

u = exact solution 
u = computed solution 

e„ = maximum \ii-u\ 
eUx = maximum \iix — ux\ 
fs = function defined on south boundary 

/ N . / E . / W = similar to / s 
wSE = value of u at south-east corner of 

subregion 

An Alternate Finite Analytic Procedure 

Let us define the solution u(x, y) over a subregion as a 
linear combination of the solutions of the differential 
equation (1) so that 

u(x,y) = a0+a1x+a2y + a3(x
2-y2) + a4xy 

+ as(x
3 -3xy2) + . . . 

Here we have chosen the real and imaginary parts of powers 
of x + iy which form a complete basis for the harmonic 
functions which are analytic. Next, we approximate the local 
solution u (x, y) by retaining only a finite number of terms in 
the expansion. This also limits the number of free parameters 
appearing in the expression for u(x, y). These free parameters 
are expressed in terms of nodal values of u at a preselected 
number of mesh points of the element by collocation. Since 
M(0, 0) = a0 and a0 is expressed as a linear combination of the 
nodal values at other mesh points of the element, we get a 
difference formula. 

As an example, let us assume that u (x, y) = f(x, y), where 
f(x, y) is given in (4). In the case h = k, the parameters a0> « I . 
. . ., o8 are obtained in terms of the eight nodal values on the 
boundary of the element. Observe that the parameter «8 does 
not appear because of the symmetry. In any case, the value of 
a0 expressed in terms of the other nodal values gives the 
formula (5). 

The procedure described here can be used to derive the well-
known five-point formula or the higher order thirteen-point 
formula for the Laplace equation. The whole procedure can 
be written down in a matrix form and the derivation of a 
formula simply involves the inversion of a small matrix. The 
same procedure can be applied to derive difference formulas 
for other linear equations and also for the Neumann problem 
of the Laplace equation as will be shown later. 

It can be shown by the Taylor series expansion that the 
formula (2) has a truncation error of 0(h2) and the formula (5) 
has a truncation error of Q(h6). From the numerical results, it 
is seen that the overall discretization errors are also of order 
h2 and h6, respectively, when these formulas are used for 
solving the Laplace equation with Dirichlet boundary con­
ditions. 

If a nonuniform rectangular mesh is needed, for example 
Ax = 3 A y = h, we get the following formulas instead of the 
usual five-point and the nine-point formulas. 

w0 = 9/20(MNc + usc) + l/20(«wc + «EC) (6) 

u0 = l/20(wNE + uNW + «sw + «SE) + 11/25(«NC + «sc) 

- 1 / 2 5 ( W W C + "EC) (7) 

These formulas are order h2 and h4, respectively, and 
numerical results obtained using these formulas are given 
later. Although the weight for (wwc + uEC) in (7) is negative, 
this affects neither the order of the formula nor its numerical 
performance. By considering Ax = k A y, we were able to 
show that the weight 1/20 for (wNE + uNW + s s w + WSE) in 
(7) is independent of the parameter, k, whilst the coefficient 
of («wc + "EC) in (7) is positive if k < V5, zero for k = 45, 
and negative for k > y/5. 

«NE.«SW>WNW = similar to uSE 

usc = value of u at the center of the southern 
edge of subregion 

" E C . " N C . " W C = similar to usc 

u0 = value of u at the center of the subregion 
z=x+iy = isa complex number 

0(A") = of the order hn 
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Fig. 1 Subregion with Neumann condition 

For the method described here, it is not necessary to have a 
rectangular mesh. Any distribution of collocation points for 
which the system of equations can be solved, will give a 
difference formula. In general, the truncation error of such a 
formula depends upon the number of terms retained in the 
expansion of u and hence upon the number of points chosen 
for collocation. For example, the truncation error when four 
points are chosen for collocation is at least of order h2 and 
when eight points are chosen it is at least of order hA. By a 
judicious choice of collocation points, particularly, by taking 
advantage of symmetry, one can achieve a higher order of 
accuracy. This was possible in the case of the Laplace 
equation due to the symmetry of the operator, and we did get 
a difference formula of 0(h6) with only eight mesh points for 
collocation. Formulas with nonuniform mesh may be needed 
when the region is not rectangular. Also, the procedure given 
here can be used to derive formulas for the mesh points in the 
neighborhood of curved or irregular boundaries. In this 
paper, we have restricted ourselves to simple equations and 
regions which can be divided into square subregions. 

Formulas For Derivatives 

Chen and Li have obtained formulas for the derivatives ux 

and uy by differentiating the series solution for u and 
evaluating this series at the center point 0 and at a mid-point 
on one boundary of the subregion. 

These formulas can be made optimal by substituting the 
higher degree boundary function (4) in the integrals for the 
Fourier coefficients. In the case of (ux)0 this results in the 
formula 

(ux)0=a, = 1 / / ! [1 /12(H N E - MNW) + 1/3(«EC - «wc) 

+ l /12(«S E-«sw)] (8) 
The method we have developed for deriving the optimal 

formula provides an easier method of deriving the formulas 
for the derivatives. For this purpose, let us write (4) as: 

7 

u(x,y)=^aiBi(x,y) (9) 

and 

Hence 

ux(x,y)='£ai-^(x,y) (10) 

ux(0,0) = (ux)0=al 

ux(h, 0) = (ux )EC=al+2a3h + 3a5h
2 + Aajh1 

When we write the parameters ax, . . . o7 in terms of the 
nodal values we get the formula (8) for (ux)0 and the formula 

(«,-)EC = \/h[23/\5uEC -2 /15u W c - 11 /30 (H N E + « S E ) 

The Heat Equation 

For the heat equation, we consider a rectangular subregion 
of length, 2h, and width, k. The equation and the boundary 
conditions are, 

u,=a2uxx -h<x<h,0<t<k 

u(x, 0)=/ s (x) , u( -h, t) = / w ( 0 , u(h, t) = / E ( 0 (12) 

In Chen and Li's derivation of a computational formula for 
the heat equation [3], fs(x) is assumed to be a quadratic 
polynomial interpolating the nodal values «Sw. "sc > a n d «SE • 
Similarly, the boundary functions / w ( 0 and fE(t) are ap­
proximated by linear polynomials in t. The computational 
formula in general can be written down as 

= u(0,k) = 
rd r(\ 

l + 2 , 0 ( " N E + M N w ) + l + 2 r 0 
(«SE+«SW) 

V 1+2/-0/ «sc (13) 

where r = a2k/h2 and different values of 6 determine dif­
ferent schemes; e.g., 6 = 1 gives the implicit scheme and 9 = 
1/2 the Crank-Nicolson scheme. For Chen and Li's com­
putational formula, 6 is given by: 

1 

l -4S( r ) 

where 

S = S(r)= £ ( - 1 ) 

1/2/-, 

m-\ n-rcel 
(14) 

2m- 1 
•K and S depends upon r 

Unfortunately, one is required to compute S every time r is 
changed. Even then the scheme given in (13) and (14) is not as 
accurate as the Crank-Nicolson scheme. Naturally, the 
computational formula can be made more accurate to get an 
optimal formula by increasing the degree of the ap­
proximating polynomials as was done for the Laplace 
equation. 

In order to show how this formula is derived following 
Chen's procedure we shall assume a = 1, without loss of 
generality, and write the boundary function (x, t) as 

f(x, t) = aQ + a, x + a2(x
2 + 2t) + a3 (x

3 + 6xt) 

+ a^{xA + \2x2t + 2t2) (15) 

The values of the parameters a0, . . ., a4 can be determined in 
terms of the five nodal values. The boundary function fs(x) 
can be written down from f(x, t) as a polynomial of degree 
four and both/E ( / ) and/w (?) as polynomials of degree two 
each. Carrying out the analysis we found that 

?= 1/2-1/(12/-) (16) 

- 3/10(uNC + «sc) - 1/30(MNW + «sw)l (I'D 

in place of (14). Alternatively, one can derive (13) by using 
u{x, t) = f(x, t) and collocating u(x, t) at the nodal points. 
The value of up = a0 + 2a2k + \2a4k

2 leads to the same 
value of 6 as in (16). The formula (13) with 6 given in (16) was 
derived by Lebedev and also by Douglas [12] and is known to 
have the truncation error 0(/J4 + k2). Note that for r large, 6 
approaches 1/2, and the results of computation with large 
values of r do not differ significantly from those given by 
Crank-Nicolson, however, when r is not too large (r = 1), the 
results obtained by using the optimal formula are in general 
more accurate. 
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Table 1 Comparison for u = R(ez), (Ax = 1/4) 

Method le„/«l \eu /ux\ 

M5 0.73236E-3 0.95991E-2 
Mc 0.69002E-4 0.97480E-3 
M9 0.13224E-7 0.21502E-4 
R5 0.4141E-3 
R9 0.1174E-5 

Homogeneous Neumann Problem 

Assume for the sake of simplicity that we wish to solve the 
two-dimensional Laplace equation on a square. The values of 
the solution are given on three sides and the normal derivative 
on the remaining side is zero. In order to solve this problem it 
is necessary to have two different computational schemes. For 
the interior subregions, the nine-point formula (5) for the 
Dirichlet problem is used. Along a boundary where the 
Neumann condition is imposed, we need to develop another 
formula for the subregion shown in Fig. 1. 

Following [2] and using quadratic interpolating 
polynomials for the boundary functions, we get (for h = k) 
the difference formula 

w„ = 0.3705092831(«NC + wSc) + 0.2230556987«wc 

+ 0.0179628676(wNW + wsw) (17) 

In order to get an optimal formula in place of (17), we again 
define f(x, y) as in (4) but impose an additional constraint 
that df/dx = 0 on x = h. This means that 

a5 = -4a7h, «4 = -6a 6 / !and«i = -2aih + 8a1h
3 (18) 

The boundary functions fs(x)< $N(X)> and /wCv) a r e now 
polynomials of degree four obtained from/(x, y) in (4) and 
give the following "optimal" formula, 

«O = 3 / 8 ( « N C + « S C ) + 1/4MWC (19) 

This formula could also have been derived by simply 
defining u(x, y) = f(x, y) with the additional constraints 
given in (18), and collocating u(x, y) at the element nodes. 
Numerical results clearly show that the formula (19) gives 
much more accurate results in general than the formula (17). 

We can also generate other useful optimal formulas using 
our procedure, for example 

(«x)o = l//![7/24(«NC + wSc) 

- 1 / 6 ( U N W + « S W ) - 1 / 4 M W C ] (20) 

and 

{uy)0 = l/h[4/9(«NC - use) + 1/18(«NW - "sw)] (21) 
The value of uat(h, 0) is often needed and is given by 

(w)EC = 19/36(WNC + « S C ) - 1 / 9 ( M N W - ( - « S W ) + 1/6«WC 

(22) 

We believe that the formulas (20-22) are new. Also the 
method of handling the Neumann boundary condition by 
using (19) differs from what is conventionally done. Nor­
mally, a fictitious point is taken outside the boundary and the 
normal derivative on the boundary is replaced by some 
suitable finite difference, thereby modifying the com­
putational scheme near the boundary. In our procedure it is 
not necessary to include the points on the boundary, and the 
solution on the boundary can be calculated, if desired, using 
(22). Our formula (19) is in fact a five-point formula as the 
weights at the nodes NW and SW turn out to be 0. This 
formula could be used in conjunction with the usual five-point 
formula for the interior elements. In this paper we give 
numerical results demonstrating how Neumann problems can 
be solved using the formulas presented here. A more complete 
analysis of these formulas together with error analysis and 

numerical comparisons with conventional methods will be 
reported later [15,16, 17], 

Numerical Examples 

In this section we give numerical comparisons of results 
obtained by the formulas discussed in this paper. 

We first consider the two-dimensional Laplace equation 
with Dirichlet boundary conditions on a unit square and 
compare the results obtained by using the five-point formula 

M5:u0 = 1/4(«EC + uNC + «wc + "sc)> 

the nine-point optimal formula, M9, given in (7); and the 
nine-point formula Mc given in (2), and the formulas R5 and 
R9 given in (6) and (7), respectively, for a rectangular mesh 
with Ax = 3 A y. For problems whose exact solution is a 
polynomial R(Z"), I(Z"), n = 2, 3, . . ., 7 we find that only 
M9 gives exact answers for n < 7, while R9 gives exact an­
swers for n < 5, and both R5 and M5 give exact answers for n 
< 3. We solved many other problems with exact solutions 
such as R(ez), R(lnz),R(z sinz), i?(cos 3z), i?(sin 5z), /(cos/2 
z) etc., with consistent results. A typical result for the case 
when u = R (ez) is given in Table 1. The notation used is u = 
exact solution, u = computed approximation, 

eu = max I« — K I, e„. = max I ux — ux I 
mesh points mesh points 

where the derivatives are computed by central differences in 
the case of M5, by the formula given by Chen and Li in [2] for 
Mc, by the formula (8) for M9. In Table 1, we give the relative 
error at the point where the maximum absolute error occurs. 

As the mesh size is reduced, the rate of improvement in the 
results obtained by Mc is no better than the rate of im­
provement given by M5. We illustrate this important fact in 
Tables 2 and 3, where the ratio of the absolute errors at a 
particular point is calculated as the mesh is refined. The 
results for the case when u = R(ln z) are given in Table 2, the 
region considered is 0.1 < x, y < 1.1 and the errors are 
compared at the point x = y = 0.1 + 1/3. The results for the 
case when w = R(sin 5z) are given in Table 3, the region is 0 < 
x, y < 1, and the errors are compared at the point x = y = 
2/3. 

The results in Tables 2 and 3 show that Chen and Li's 
formula Mc is only of second order, and although the results 
are more accurate than those obtained by the five-point 
formula Mc, it is questionable whether the increased band­
width and consequent computational effort justifies the use of 
their formula. However, the optimal nine-point formula, M9 , 
is of sixth order and seems to perform well even near a 
singularity. The formula R5 based on rectangular subregions 
is as good as M5 , while the formula R9 is of fourth order and 
is better than Mc but not as good as M9. 

For the heat equation (12) with a = 1 and 0 < x < 1, we 
have carried out numerical experiments using the finite 
difference formula (13) with 0 = 1 (implicit-scheme), 0=1/2 
(Crank-Nicolson scheme), d = 1/2 — l/(12r) (the optimal 
scheme of (16)), and 6 given in (14) for Chen and Li's scheme. 
A variety of problems were considered, in particular, 
problems whose solutions were of the type appearing in (15). 
We also considered the problem whose exact solution is given 

2 

by e~n 'sin x and the problem treated by Chen and Li, whose 
exact solution is given by; 

oo 

1 - 4 J} l/(nir)e"" * 'sin -KX 
n = l 

The mesh, Ax, was taken to be 1/4, 1/8, and 1/16, and A/1 was 
chosen such that the ratio At IAx1 = r varied between 1/2 to 
16. The following conclusion can be drawn on the basis of the 
numerical results. 
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Table 2 Error reduction for u = R{lnz) 

Method 

Ms 

Mc 

M9 

Rs 

R9 

Ax 

1/3 

1/6 

1/12 
1/3 

1/6 

1/12 
1/3 

1/6 

1/12 
1/3 

1/6 
1/3 

1/6 

eu 

0.26465E-1 

0.81378E-2 

0.21508E-2 
0.20373E-2 

0.58018E-3 

0.19209E-2 
0.52575E-2 

0.20496E-3 

0.45896E-5 
0.1568E-1 

0.4622E-2 
0.2117E-2 

0.9796E-4 

Ratio 

3.2 

3.7 

3.5 

3.0 

25.7 

44.6 

3.4 

21.6 

0.11256E0 

0.37519E-1 

0.10437E-1 
0.21160E-1 

0.24473E-2 

0.10176E-2 
0.37271E-1 

0.17538E-2 

0.71391E-4 

Ratic 

3.0 

3.5 

8.6 

2.4 

21.3 

24.6 

Method 

M5 

Mc 

MQ 

Ax 
1/3 

1/6 

1/12 
1/3 

1/6 

1/12 
1/3 

1/6 

1/12 
1/3 

1/6 
1/3 

1/6 

Table 3 Error reduction for u = R(sin 5z) 

eu Ratio eu 

0.58685EO 

0.13736E0 

0.32920E-1 
0.45922E-1 

0.11712E-1 

0.29167E-2 
0.63899E-2 

0.12189E-3 

0.15795E-5 
0.3663E0 

0.7715E-1 
0.3966E-1 

4.3 

4.2 

3.9 

4.0 

52.4 

77.2 

17.4 

0.19880E2 

0.34808E-1 

0.74137E0 
0.56343E1 

0.59045E0 

0.10504E0 
0.37580E1 

0.19545E0 

0.11697E-1 

0.2277E-2 

Table 4 Comparison of maximum absolute errors 

Method 

Ratio 

5.7 

4.7 

9.5 

5.6 

19.2 

16.7 

M5 
Mc 
M9 

0.16193E-1 
0.95280E-2 
0.11061E-2 

0.44795E1 
0.47488E1 
0.47872E1 

0.56504E0 
0.50837E-1 
0.27303E-2 

Table 5 Error reduction for u = R(ln (z - 1 + 21)) 

Method 

M5 

Mc 

Ma 

Ax 

1/3 
1/6 
1/3 
1/6 
1/12 

1/3 
1/6 
1/12 

No. of 
Nodes 

6 
30 
4 

25 
121 

4 
25 

121 

0.16753E-3 
0.65543E-4 
0.12274E-3 
0.18321E-4 
0.23171E-5 

0.30249E-4 
0.15050E-5 
0.44703E-7 

0.18261E-2 
0.59791E-3 
0.36799E-3 
0.75040E-4 
0.22801 E-4 

0.56278E-4 
0.38869E-5 
0.23283E-6 

0.24161E-2 
0.70629E-3 
0.22163E-3 
0.99663E-4 
0.223189E-
4 
0.19941 E-4 
0.24736E-5 
0.23469E-6 

Chen and Li's method does give more accurate results than 
the implicit method. The implicit method is the least accurate 
one among the four methods tested. It was unfortunate that 
Chen and Li chose to compare their method with the implicit 
method. Both the optimal method and the Crank-Nicolson 
method perform significantly better in all cases than Chen and 
Li's method. For large values of r, there is no significant 
difference between the results obtained by the Crank-Nicolson 

method and the optimal method, as expected. However, as r is 
made small (<2) , the optimal method gives better accuracy 
and the improvement is significant for r = 1 or 1/2. 

Finally, we consider the two-dimensional Laplace equation 
with homogeneous Neumann boundary condition on the east 
edge of a unit square and Dirichlet boundary conditions on 
the remaining boundaries. We compute results obtained by 
the standard five-point formula which uses nodes on the east 
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boundary and fictitious nodes outside the region. We compare 
these results with those obtained using Chen and Li's for­
mulas (4) and (17) and our optimal formulas (7) and (19). 
These formulas do not use nodes on the east boundary, and 
the dimension of the resulting matrix is reduced by one 
column of mesh points. 

For problems whose exact solution is a polynomial, for 
example, R(z- l ) 2 , I ( z - l)\R(z- l )4 ,1(z- l)5 etc., it was 
found that only M9 gives exact answers for degree 4 and 5. We 
give here in Table 4 results for the problem whose exact 
solution is u = sin(ir*/2) [3sinh(iry/2) + 7sin/7(ir(y - l)/2)] in 
the case when Ax = Ay = 1/4, and 0 < x, y < 1. 

Again, it is more revealing to observe the reduction in these 
absolute errors as the mesh size is reduced. In Table 5 we give 
such a comparison for the problem whose exact solution is 
u = R(ln (z- 1 +20) so that the singularity is outside of the 
unit square Q<x,y<\. The errors in this table are the 
maximum absolute errors which do not necessarily occur at 
the same point in each mesh. 

Conclusions 

Using Chen and Li's Finite Analytic Method we have 
derived difference formulas of higher order than those given 
by Chen and Li without increasing the number of nodes in­
volved. These formulas which we call "optimal" formulas are 
not only more accurate but are simpler than those given by 
Chen and Li and contain no infinite series. Some of these 
formulas are well known in the literature and have been 
derived by using the Taylor series expansion method. Here we 
have given an alternative procedure to derive these formulas 
by using local analytic polynomial solutions. This process of 
derivation is simpler than any other procedure given in the 
literature. Its simplicity allows us to generate other difference 
schemes as has been done here for the Neumann problem of 
the Laplace equation. 

Our numerical results clearly show that the difference 
formulas obtained by Chen and Li perform poorly at least for 
the cases considered here. Besides proposing a new derivation 
technique to get optimal finite analytic difference formulas, 
we also suggest a novel way in which derivative boundary 
conditions (Neumann) can be handled and how derivatives of 
the solutions, which are often required, can be evaluated more 
accurately. Extension of our procedure to other problems is 
under investigation [18,190], 
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The lot ion of Particles Inside a 
Droplet 

Equations of motion for particles translating inside a droplet with internal cir­
culation were developed. The forces experienced by these particles and their relative 
importance are also summarized. Sample calculations for coal particles in oil 
droplets show that for high-droplet Reynolds numbers, particles will accumulate 
near the droplet surface before substantial evaporation of the droplet, based on the 
results that the characteristic time of transport is two orders of magnitude smaller 
than the droplet lifetime. These accumulations of particles near the droplet surface 
will probably result in particle agglomeration. Fow low-droplet Reynolds numbers, 
the particles are making slow looping motions and the characteristic time of 
transport is comparable to the droplet lifetime. This results in a more even 
distribution of particles in the droplet with slightly higher particle density near the 
surface. This indicates a higher particle burning rate and the possibility of internal 
boiling and microexplosion due to heterogeneous nucleation initiated from those 
coal particles. 

Introduction 

As engineering technology advances, more emphasis will be 
placed on the transport processes involving bubbles, droplets, 
small particles or combinations of these, simply because they 
offer larger interfacial areas which could significantly 
enhance the transport rates. The use of both droplets and 
small particles in the same process could be found in many 
engineering applications. A special application is to place the 
particles inside those droplets to achieve uniform dispersion 
of both phases. One example of this special application is in 
the area of spray combustion where finely-crushed coal 
particles are mixed with oil and then the mixture is sprayed 
into a furnace in the form of oil droplets containing coal 
particles. This is a promising technology for the efficient 
utilization of coal. 

Since the transport rates associated with these particle-
containing droplets are closely related to the resistances due to 
the interior of the droplet, the knowledge of the motion and 
the distribution pattern of the particles in a droplet is of 
fundamental importance to the general understanding of the 
transport phenomena of droplet-particle systems. 

The problem of fluid motion inside a droplet has been 
analyzed extensively [1-2]. Only recently Prakash and 
Sirignano [3] included the viscous effects on the internal 
motion of a liquid droplet moving in a gas environment. But 
none of the investigations involved particles in droplets. 
Experimental works have been reported on the combustion 
characteristics of coal/oil droplets. Law et al. [4] suggested, 
based on experiments, that the characteristics of combustion 
of coal/oil droplets depend on the intensity of internal cir­
culation. Rapid internal motion favors batch-distillation types 
of varporization which cause the coal particle to agglomerate. 
On the other hand, slow internal motion traps the volatile 
components in the inner core of the rapidly-heated droplet 
and may eventually lead to boiling and subsequent 
fragmentation of the droplet. Experiments [5] have been 
performed upon free-falling coal particle/oil droplets in 
electric furnances at atmospheric pressure. They concluded 
that coal burns in the form of agglomerates instead of in­
dividual particles. Upon incresing the volatility of the oil 
component of the droplet, the required time for the com­
bustion of the entire droplet was incresed. Also, the addition 
of water did little to enhance the fragmentation. 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Washington D.C., November 15-20, 1981. 
Manuscript received by the Heat Transfer Division September 29, 1981. Paper 
No. 81-WA/HT-45. 

The problem of predicting particle motion in a fluid has 
been analyzed extensively only in the area of rectilinear ac­
celeration of particles in a stagnant fluid column due to 
gravity and the creeping flow was assumed. Odar and 
Hamilton [6] investigated the higher Reynolds number 
conditions and the correction factors for inertia effect were 
suggested. Odar [7, 8] also did experiments concerning the 
effects of curvature and unsteady acceleration. Cliff et al. [9] 
gave a thorough review on the accelerated particle motion. 

Mathematical Model 

A spherical solid particle-containing droplet translating in a 
hot gas environment is considered. The main concern in this 
analysis is to predict the particle trajectory inside a droplet 
with internal circulation. Since we have a two-phase (solid-
liquid) system, it is convenient to discuss the fluid mechanics 
of the continuous phase (liquid content of the droplet) and 
mechanics of the dispersed phase (particles) separately. 

The schematic of the model is shown in Fig. 1. The basic 
assumptions on which the mathematical model is developed 
are listed below: 

(a) The particle loading is light such that the presence of 
coal particles does not affect the flow field of the continuous 
phase, but the particle trajectories are completely dominated 
by the motion of the continuous phase. 

(b) The interactions among particles are included through a 
"mixture viscosity model" proposed by Ishii and Zuber [10]. 
This mixture viscosity reflects the nonuniformity of the 
surrounding fluid and extra forces experienced by the particle 
due to the existence of other particles. 

(c) The heat and mass transfer through the droplet surface 
are not included, mainly because we are interested in the 
maximum particle transport time from the vortex center to the 
surface. 

(d) Both the droplet and particles are spherical. 
(e) The fluid properties are assumed constant. 

The Flow Field of Continuous Phase (Droplet Fluid). In 
most of the spray system, liquid droplets formed through 
spray nozzles move with a velocity relative to the gas. Both the 
droplet formation and liquid-gas relative velocity will con­
tribute to the droplet internal circulating motion. For this 
analysis, the internal motion is assumed fully developed and 
steady because the characteristic time for the droplet to 
establish a steady motion is at least one order of magnitude 
smaller than the droplet lifetime [3]. In creeping flow, 
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Fig. 1 Schematic of mathematical model and the effects of u 

Hadamard [11] and Rybcznski's [12] viscous solution is valid 
for the whole droplet, while for high Reynolds number flow, 
three separate regions of flow can, in general, be discerned: an 
interior core flow, a boundary layer type flow near the surface 
of the droplet, and an internal wake flow [2]. Interior core 
flow is basically an inviscid vortex streamline corresponding 
to Hill's vortex [13]. The boundary layer flow is thin and the 
thickness is 0 (Re~'/!). Therefore, the Hill's vortex solution 
will be used to represent the flow field inside the droplet for 
high-droplet Reynolds number. The error of the order of 
Re_l/2 will be introduced due to the neglect of the boundary 
layer [14]. 

Both Hadamard streamlines and Hill's vortex streamlines 
can be expressed by a general vortex stream function, 

Nomenclature 

+ -- (R2r2-r4)sin 26 (1) 

where A, the strength of the vortex, is given by 

A = Ua/2{k+ \)R2 for low Re 

or 

A = 3U0,/2R2 (2) 

for full strength Hill's vortex. The Re is defined as U„R/v„, 
where U„ is the velocity of the droplet relative to the hot gas, 
R is the radius of the droplet, P„ is the kinematic viscosity of 
the hot ambient gas, and k is the dynamic viscosity ratio of 
droplet fluid to outside gas. It is noted that the full strength 

A = strength of vortex inside the 
droplet 

b = typical oil droplet evaporation 
constant 

Cd = drag coefficient 
Fr = (2/9)g0Rp/Ui, F roude 

number 
g = gravitational acceleration 

vector 
go = gravitational constant 
k = dynamic viscosity ratio of 

droplet fluid to outside gas 
P = Pressure 
r = radial coordinate 

R = radius of the droplet 
R = radius of curvature of particle 

trajectory 

Re 

ReA 

Rer 

Res 

At 

U(t) 
t/„ 

V 

= R„R/v„, droplet Reynolds 
number 

= U^Rp/vj, reference Reynolds 
number 

= radial particle Reynolds 
number 

= tangential particle Reynolds 
number 

= time step size of numerical 
integration 

= instantaneous particle velocity 
= droplet velocity with respect 

to ambient gas 
= volume 

ad = particle void fraction 
adm = maximum particle packing 

8 — tangential coordinate 
JX = dynamic viscosity 

IAM = mixture viscosity 
v = kinematic viscosity 
\J/ = stream function of droplet 

inside flow 

Subscripts 
/ = droplet fluid 
p = particle 
r - radial direction 
6 = tangential direction 

oo = ambient gas 
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given above for Hill's vortex is only appropriate for a bubble 
translating in another liquid. For the case of a liquid droplet 
moving in a hot gas environment, the viscous effect is im­
portant. Prakash and Sirignano [3] suggested that Um/AR2 = 
10 for oil droplets in a combustor. The velocities are found 
through the definition of stream function, 

Ur = 
1 d>P 

r2smd 86 
Ul=J±*L 

rs'md dr (3) 

The Equation of Motion of Particles inside a 
Droplet. The characteristic time of transport is defined as 
the typical time for a particle to move from near the vortex 
center to the close vicinity of the droplet surface through a 
looping motion induced by the continuous phase. The 
equation of motion is written for a single particle based on the 
"mixture viscosity model" [10], which treats the presence of 
multiparticle and their interacting effects with an effective 
viscosity. Therefore, even though we have a single particle 
model, the characteristic time of transport obtained will 
reflect a multiparticle system. The problem of solid particles 
moving in a liquid is much more complicated than that of 
particles in a gas where the drag is insensitive to acceleration 
and calculation of the motion is greatly simplified [9]. 

Basset [15] was the first to investigate the unsteady creeping 
motion of a rigid spherical particle in a stagnant fluid. It is 
interesting that the Stokes drag on a particle which is in an 
accelerated motion still carries the same formula as the steady 
drag, 6irnRpU(t), where u(t) is the instantaneous particle 
velocity. There are two new force terms resulting from the 
unsteady motion. First, the "added mass" term arises because 
the acceleration of the particle requires acceleration of the 
surrounding fluid. The volume of the added mass of the 
surrounding fluid is equal to one-half of the particle volume. 
The Basset force term, which is the time integral of the ac­
celeration weighted by (t — s) Vl, where (/ — s) is the time 
elapsed since the past acceleration, is due to the transient 
formation of a boundary layer near the particle surface. For 
high Reynolds number motion, Odar and Hamilton [6] have 
studied the force experienced by an accelerating solid sphere 
on a straight line. They maintained the basic formula of 
creeping flow and introduced correction factors to account 
for the inertia effect. They found the drag force, like the low 
Reynolds number case, still can be expressed by the steady 
drag formula 

CD 
*RppTfl 

UHO 

CD is the traditional steady drag coefficient. The added mass 
and Basset historical force were calculated using the creeping 
flow formula multiplied by an empirical correction coef­
ficient. These coefficients are 

A„ = 2 . 1 - 0 . 1 3 2 ^ / ( 1 + 0 . 1 2 ^ . ) 

and (4) 

A„ = 0.48+ 0.52M3,/(1+MX ) 3 

MA^2Rp\^\/if2 (5) 

The above discussion is only appropriate for the particle 
translating in a stagnant continuous phase. Particles moving 
in a continuous fluid, which is also in motion itself, ex­
perience pressure gradient force, curvature force if not a 
straight line motion, and lift force in addition to those forces 
mentioned above. 

A new Reynolds number characterizing the relative motion 
between particle and droplet fluid is defined: 

\Ur-Um\Rn \Ue-Uep\Rp 

Re„ = p-—£• (6) Rer = 

where Urp and Ugp are particle radial and tangential velocities, 
respectively, and Ur and Ug are continuous phase radial and 
tangential velocities, respectively, Rp is the particle radius, 
and Vf is the droplet fluid kinematic viscosity. The particle 
Reynolds numbers, Rer and Ree, are different from the 
droplet Reynolds number, Re, previously defined. 

Case 1. Low Rer and Ree (Rer or Reg < 1). The forces 
experienced by a particle during unsteady accelerated motion 
are listed as follows: 
(0 Gravitational force 

Fg=g(Pp~pWP (7) 

where pp and p are the densities of the particle and the droplet 
fluid, respectively, UP, U are the velocities of the particle and 
the droplet fluid, respectively, and Vp is the volume of the 
particle. 
(if) Drag force 

F„ = 6rltMRp(U-Up) (8) 

where /J.M, the mixture viscosity, is based on the concept of 
"mixture viscosity model" suggested by Ishii and Zuber [10] 
to include the multiparticle effect, and it is given by, 

PM = M/(l ~ ) -2 .5a d „ (9) 

Hf is the actual droplet viscosity, ad is the particle void 
fraction and adm is the maximum packing, and adm = 0 . 6 2 
was suggested [10]. 
(Hi) Added mass force 

Fa=(p/2)Vpd(U~Up)/dt (10) 

(iv) Pressure gradient force 

Fp=-VpBP/dX, (11) 

(v) Basset force 

d(U-Up)/(dt)\s 
FB=(yRl~fmiM 

(vf) Curvature forces 

i: ^T-
-ds 

W2. 
Fc(centrifugal)= - g -

R 

Fc(coriolis force) = 
W„xWr 

(12) 

(13) 

(14) 

where Wr and We are the particle radial and tangential 
velocities, respectively, with respect to the instantaneous 
center of the radius of curvature, and R is the instantaneous 
radius of curvature. 

Because of the unsteady motion of the particle, the center 
of the radius of curvature, the magnitude of the radius of 
curvature, and the vector radius of curvature are all changing 
with time. They should be evaluated at each time step. The 
methods of calculating the above were taken from Randolph 
[16]. 

The equation of motion for the particle now be written as 
follows: 

PpVp-jf-=g(Pp-p)Vp+6THMRp(U-Up) 

+ P_vd(U-Up) „ dP 
2 " dt 

r dp , . — r dt 
-Vp—+6RlJ^,\Q-

(U-Up)\s 

vf 
4-n Vf(^ W^WR \ (15) 
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Table 1 Effects of U, 

Case 
1 
2 
3 
4 
5 

U„ 
lOm/s 
5 
2 
0.5 
0.1 

(Methanol droplet, 

Re 
135 
67 
27 
6.7 
1.3 

•Re, 
144 
72 
29 
7.2 
1.4 

R = 0 .1x l0" 

?l 
146 
292 
730 

9.2 xlO 3 

4.6 xlO 4 

- 2 m , f l p = 0 . 1 

'l' 
195 
360 
820 

9.5 XlO3 

4 . 6 x l 0 4 

xl (T 4 m) 

'2 
375 
730 

2500 
7.5 XlO4 

> 2 . 2 x l 0 5 

h 
6.9 xlO 4 

8 .9x l0 4 

1.2xl05 

1.7x10s 

2.2 x10 s 

/] = estimated dimensionless time for one loop of motion from (30) or (31) 
t{ = actual calculated dimensionless time for one loop of motion 
t2 = dimensionless time of transport of particle from vortex center to droplet surface 
t} = dimensionless droplet lifetime 
Fori?„ = 0.1 x 10~4m. 1 dimensionless time = 3.527 x 10~5s. 

Table 2 Effects of particle size, Rp 

(Methanol droplet, ,R = 0.1 X 10 ~2m, U„ =5 m/s) 
ase 
6 
7 
8 
9 

RP 

0.5 X l0~ s m 
0.1 X l 0 _ 4 m 
0 . 1 5 x l 0 " 4 m 
0.25xl0~ 4 m 

t\ 
1260 
360 
175 
75 

h 
3750 
730 
330 
130 

h 
3.58 x10 s 

8.9 x lO 4 

3.99 xlO 4 

3.21 xlO 4 

1 dim'less time = 8.78 x 10 ~6s 
1 dim'less time = 3.53 xl0" 5 s 
1 dim'less time = 7.89 x l 0 _ s s 
1 dim'less time = 9.78 x 10"5s 

For all cases examined here, particles have enough time to move to the surface, even the 
particle which is as small as 5 microns. 

11(13= 5m/s 
Re = 67 

CASE 2, 
CASE 7, 

ALSO CASE II 
460 

Uc0= IOm/s 
Re=135 
CASE 

X ' VORTEX CENTER 
Fig. 2 The effects of U„ for high Reynolds number 

Introducing the following nondimensionalization parameters, 

U r 9 t"r g - U„ - U 
r' - - / ' - — -J- ? ' = — U ' = 

" ' 2 R2' 8 " ' p R P go 

we 
ua 

P=-T^^,W{ = —,W^ = ^,R' = 4r (16) 
Ua R 

we obtain 

dV 

~dt 

dU' - 1 d(U'-"U' ) 
7 - g ^ = F r R e / r ( 7 - l ) + 7 M ( y - t / ; ) + 2 rff, '~ 

2 /wr WJ x w; \ (17) 

where 

1 P R 
y=pP/p,yM = iJ'M/Vf,-<R=Rp/R, Fr= — -jjr< 

Re,= ^ 

Drop the prime for all dimensionless quantities and also note 
that dU/dt = 0 because the continuous phase motion is 
assumed steady. The dimensionless equations of motion for a 
particle in tangential and radial directions may be written as: 

( ' • ) 
1 \ dU„ 

dt 
-• F r R e / 7 - l)sin0 + yM(UB- UeP) 

• Jt^)l 

•^C^-Ws^Io-^zr* 

(-D 1 \ dU„ 

2 / dt 

2 (Wj, WexWr\ 

= FrRef(y-l)cosd + yM(Ur-Urp) 

(18) 

d 

< dt (Uv)\s 
, / dp \ ( 9 r—r dt •" 

ds 

_—{U'-u;)\s. 

7 * 2 — — + ( J — J ^ M 7^=, ds 

,K dx W 2ir/ JO sit' -S' 

2 f (W\, WexWr\ 
+ 9 ™ R e M n ? R-) 

(19) 
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where 

' 2( l+/ t)V ' 

-sin(? 

dp 

Tr 

WP 

TaT 
dp 

2(1 + k) 

- 5cos0 

(1+*) 

5sin<9 

d-2/-2). 

low 
Re 

t / r = — (l-/-2)cos0 "1 r 10 

£ / e = ^ - ( l - 2 r 2 ) s i n 0 

high 
Re 

(20) 

• l o w 
Re 

(1+*) 

dH:)[(1-^-7sin^2-H 
WP _ / Re7 

~~ \1007^ rdd 
) [ — sin0cos0(3/-2-2r4)] 

high 
Re 

(21) 

/ i and f2 are forces due to the curvature of motion. Because 
particle motion is unsteady and the transient nature of the 
radius of curvature, therefore, both centrifugal and coriolis 
forces contribute to radial and tangential forces, respectively. 

Case 2 Intermediate and high Ree and Rer (1 < 
Re„orRer < 100). 

drag force = y TTR2
PP(U- U„)\U-Up\ 

AA A ^ , / d(0-Up) 
added mass = X — p V„ — 

2 " dt 

(22) 

(23) 

2 

^ • ( ^ P T P ) (26) 

Cd9 = (3Re§72+24)/Re, 

Crfr = (3Re°-72+24)/Rer (27) 

The velocity profiles of the continuous phase, Ue and Ur' and 
the pressure gradient terms are given by (20) and (21) also. 

Solution Procedure 

Equations (18-19) for low Rer and Re9 and equations 
(25-26) for intermediate and high Rer and Ree must be solved 
with a proper initial condition to determine the particle 
trajectory. Due to the unsteady and irregular nature of the 
terms on the right hand side of the governing equations, an 
analytical solution is impossible according to the author's 
knowledge. Equations (18-19) or (25-26) were integrated 
through the fourth-order Runge-Kutta Method. A sup­
plementary subroutine was developed and was incorporated 
with the main program to optimize the size of the time steps 
and also to keep track of the single step and accumulated 
errors in order to maintain a desired accuracy. Particle 
Reynolds numbers, Rer and Reo, were calculated at the 
beginning of each time step to determine which equations 
among (18-19) and (25-26) should be used. 

The Basset integral needs special attention because of the 
singular point at the upper integration limit. It is evaluated 
through the following formula [25]. 

U\s rA' U\s 
i as= I , ds \t—s Jo vr-5 

At 

~6 
u,. 

V « A f - ( / - l ) A r 

2(t/,_1 + I//) 

»*-('-D At 

Basset force = \AH(>R2
p\l

{-Kp\iM \ 
' dt 

(U-Up)\ 

ds (24) 

AA and AH are defined before for including the effect of 
inertia, and X and x are suggested by Odar [15] for including 
the effect of curved motion. The rest of the terms stay the 
same as before; using the same nondimensionalization set, the 
dimensionless equations of motion are given below: 

( ^ ) 
X A ^ dUj, =FTReAy_l)sind + yM^Cde(Us 

, 2 , / lap 
-UeP)\Ue-Uep\--yp{ 'V rdd J 

/ 9 \ , c' dt 
- X A W ( J — ) V 7 M \ 7 = ds 

\v 2TT/ JO Jt—s 

2 D . / Wl WrxWe \ 

( T + ^ Y 1 ) ^ = F r R e / ( 7 - l ) c o s 0 + 7 M ^ Q r ( C / r 
dt 

Re7 

-Urp)\Ur-Urp\ 

d 

i dt 

(25) 

—AUn>)\* 
y2p(-~T-)-XAw(Jr-V7Af „ 7 = ^ 

p\ dr / \v 2ir Jo -Jt-s 

+ \/nAt 

U, 

U, \ | 0.9At / U„ 

\t-iAt' 6 V J", 

Vo.iAr l At/ 

iAt/ 6 V VA/ 

0.1A?/8V2 U„ 

1 + 2(f/„_1 + C/„) 

+ - "Is 

V0.55A/ 

4 U„ \ 

V0.05A? ' 3 Vo.lAf/ • + 

Model Application and Sample Calculations 

The mathematical model developed in the previous section 
could be applied to predict the particle trajectories and the 
general trends of particle distribution inside a liquid droplet 
with internal circulatory motion. This information is con­
sidered as prerequisite for investigating other transport 
mechanisms associated with translating liquid droplets 
containing solid particles. Therefore, applications of this 
model could be found in chemical engineering processes, two-
phase droplet flow, and spray droplet combustion. For 
example, in spray combustion, a promising technology is to 
mix finely-crushed coal with oil and use these coal-oil droplets 
in furnaces or boilers. Before we could study the heat-and 
mass-(evaporation) transfer and combustion characteristics of 
these coal-oil mixture droplets, the coal particle trajectories 
and general distribution patterns have to be understood. 
Sample calculations are provided here to illustrate the 
capability of the model and to extend a first attempt to in­
vestigate, theoretically, the motion of coal particles inside a 
light hydrocarbon droplet. It is noted that this model is 
limited to the condition that the coal particles do not severely 
affect the circulatory motion of the liquid fuel. Therefore, the 
model is not expected to work for heavy coal loading where 
droplets would actually consist of wet films surrounding coal 
particles and therefore the liquid circulation does not exist. 
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Ug, = 5m/s 
RP = 0.5 x l0 " 5 m 

x io " 2 m 

UCQ = 0.5 m/s 
Re = 3 
CASE 4 

VORTEX CENTER 
PARTICLE TRAJECTORY 
VORTEX STREAMLINES 

Fig. 3 The effects of U„ for low Reynolds number (right) and the ef­
fects of particle radius (left). 

Table 3 Effects of droplet size, R 

(Methanol droplet, R„= 0.5 x 10 4m, C/„=5m/s) 

Case 
10 
11 
12 

R 
0.5x10" 
0.1 X10" 
0.5x10" 

Jm 
-2m 
-2m 

t\ 
195 
360 

1425 

h 
360 
730 

7175 

'3 
2.79 xlO 4 

8.9 XlO4 

1.2 XlO6 

1 dim'less time 
1 dim'less time 
1 dim'less time 

= 3.53x10" 
= 3.53x10" 
= 3.53x10" 

For different sizes of droplets, the characteristic times of transport are at least two 
orders of magnitude smaller than the droplet life time. 

A methanol droplet is adopted for the numerical 
calculations because its fluid mechanics properties, density 
and dynamic viscosity are very close to most oils like n -
Hexane and n-Decane. A comparison between methanol and 
n-Hexane is also made for a typical case. The properties of the 
droplet are evaluated, based on the average value of droplet 
initial temperature (25 °C) and droplet boiling point. The 
ambient is assumed to be air at 750°K. The range of the 
parameters are given below: 

droplet relative velocity 
to hot gas, U„ 0 .1-10m/s 
droplet radius, R 
particle radius, Rp 

5 x l 0 - 3 - 5 x l ( r 4 r 
5x10" - 2 . 5 x l 0 - 5 m 

Coal particle density is assumed 1386 kg/m3 . For most of the 

calculation, the particle void fraction is assumed 5 percent, 
the mixture viscosity, p.M, is 1.139/u./ (\x,f being actual droplet 
fluid dynamic viscosity) according to equation (9). A com­
parison is also made for particle void fraction of 10 percent. 

Results and Discussion 

Numerical solutions for coal particle trajectories inside a 
circulating light hydrocarbon droplet are presented in terms 
of droplet radius, particle radius, droplet relative velocity to 
hot gas, particle loading, and droplet material. 

Before the presentation and the discussion of the results, it 
is helpful to clarify the relative importance of each term on 
the right hand side of the equations of motion. Generally, the 
drag force term is always the important term, because yM is 
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always greater than unity. Pressure gradient force is at least 
one order of magnitude smaller than drag force or Basset 
force if the droplet internal flow is Hill's vortex function (high 
Re and Re / ; if is noted that for the cases analyzed, Re is 
almost equal to Re^) where dp'/dx,' is multiplied by Rey 
7^/100, and the pressure gradient term is of second-order 
effect by Hadamard where dp'/dXj' is multiplied by y2

R only, 
because Ref is 0(100) and yR is 0(10 ~2). Basset force is also 
always an important term; as indicated above, yM is 0(1). The 
curvature force term is effective only for high Re^ conditions 
where the continuous phase is moving quite fast ([/„ Large) 
and, therefore, induces larger curvature forces. The gravity 
force is usually small, but it could be important when the 
product Fr and Re,- is large (in other words, larger particle 
sizes and slower continuous phase flow). The influence of 
each force on the particle trajectory is explained next. The 
gravity force is trying to pull the particle downward because, 
in the current study, gravity is assumed to be parallel to the 
axis of symmetry and is pointing downward. The drag force is 
responsible for keeping the particle on the streamlines and is 
the main driving force for particle motion. As can be seen 
later, particles will stay almost right on the streamline if drag 
force is the sole dominant term. The pressure gradient force is 
always pointing to the concave side of the curved streamlines, 
or inward to the center of vortex. Basset force is generally 
opposite to pressure gradient force, it moves the particle 
toward the droplet surface. The centrifugal force is pointing 
outward if the particles are doing looping motion, while the 
coriolis force is tangent to the trajectory. 

The Effects of [/„. The effect of U„ is characterized by 
Re^ for cases with constant Rp and vj. In this section, Rp is 
kept at 0.1 X 10~4m, R is 0.1 x 10~2M, and vf is 0.63 x 
10 _ 6m 2 / s . The results are summarized in Table 1. For high-
Re flow (cases 1, 2 and 3), the Basset force plus the curvature 
force are stronger than the pressure force, therefore, the 
particle is moving outward, toward the surface. Case 3 is 
plotted in the left semicircle of Fig. 1. Cases 2 and 1 are 
plotted in Fig. 2. It is apparent that as Re^ becomes larger, the 
Basset force and curvature forces become more effective and 
•particles all follow the general looping motion due to drag 
force, but lesser loops are required for the particle to be 
transported from near the vortex center to the surface as Re^ 
increases. It takes the particle less than two loops for case 1, 
two loops for case 2, and three loops for case 3, to reach the 
surface. For all cases, the particles start at r = 0.75, 6 = 90 
deg, which is very close to the vortex center (r = 0.707, 6 = 
90 deg). Therefore, the time of transport, t2, is almost the 
maximum time of transport. In other words, most of the 
particles in the same droplet will reach the surface sooner than 
that. The particle starting velocity is assumed to be zero. It 
was found that this starting velocity does not affect the time 
of transport and particle trajectories because the particles will 
be adjusted to the droplet internal flow almost immediately 
due to the drag force. The particle initial velocity will make a 
slight difference only when 7^ = Rp/R is greater than 0.1, 
which is not of practical importance. The lifetime of a 
vaporizing droplet, a characteristic time relevant for com­
parison with other characteristic times, can be estimated by 
using empirical correlation [18] for a vaporizing droplet in a 
convective field, as follows: 

/3=i?2 /d(l+0.3Re' / !Pr1 / 3)r0^o = (2/9)i?|/jy (29) 

where b is the evaporation constant and is 10~7m2/s, 
typically, Based on Table 1, the characteristic time of 
transport of particles, t2, is at least two orders of magnitude 
smaller than characteristic droplet life time, t}. Therefore, for 
high Re, most of the particles will settle near the surface 
before substantial vaporization of the droplet. 

For cases 4 and 5, the low-Re flow, both the curvature 

forces and pressure gradient force are of secondary effect. 
Therefore, the Basset force and drag force are dominant. 
Case 4 is plotted in Fig. 3. The particle stays very close on the 
Hadamard streamline and moves toward the surface very 
slowly due to Basset force. In low-Re flow, particles generally 
move slowly and stay on the stramlines. Their characteristic 
time of transport is comparable to droplet life time. More 
uniform distribution of coal particles is expected for low-Re 
flow with concentration increasiong slightly toward the 
droplet surface. It is also clearly indicated by the results of 
Table 1 that each loop will take the particle approximately the 
same time of traveling, t{, even though the total arc length for 
each loop is different. In all figures, the dimensionless time of 
travelling to the dot on the trajectory is indicated near the dot. 
This characteristic time of one loop motion can be stimated by 
the time for the Hill's streamline or Hadamard streamline to 
travel a loop. They are: 

t[ ' TuJlQ)(2/9)(.R2
p/Vf) 

for Hill's streamline (30) 

__ (2 + ir)R 

' ' " [U^/2(l+k)K2/9)(R2
p/Pf) 

for Hadamard's streamline (31) 

The Effects of Particle Size, Rp. The size of the coal 
particles appears in three dimensionless numbers, Fr, Re/, 
and 7;?. Based on equation (17), gravitational force, pressure 
gradient force, and curvature force will be affected. The 
particle trajectories are plotted in Fig. 2 (left side) and Fig. 3 
(left side). As the particle size increases, the particle will move 
down farther than its upward motion due to gravitational 
force. As mentioned previously, the Basset force and the 
curvature forces are responsible for the outward motion with 
respect to the vortex center. Particles of larger size, starting at 
the same location and with the same initial velocity, will move 
to the surface with less loops of motion due to higher Basset 
and curvature forces. Table 2 summarizes the effects of 
particle size. 

The Effects of Droplet Size, R. The size of droplet is 
involved with 7^ only, therefore, pressure gradient force and 
curvature force will be affected if the droplet radius is the only 
variable. With decreasing droplet size, the pressure gradient 
and curvature forces are increasingly important, therefore, 
the particles in smaller droplets are making larger looping 
motions and moving toward the surface faster. Table 3 
summarizes the droplet size effects. 

The Effects of Coal Particle Loading. The effects of the 
coal particle loading is included through the mixture viscosity, 
liM. As suggested by Ishii and Zuber [10], the mixture 
viscosity model would work when the coal void fraction, ad, 
is as high as 62 percent, but the current model is expected to be 
qualitatively valid for the coal particle loading of as high as 25 
percent by volume, such that the particles do not severely alter 
the droplet fluid motion and the general circulatory pattern is 
maintained. It is noted that coal loading of higher than 30 
percent might result in difficulties with atomization process 
and also complete burning of coal particles is hard to achieve. 
Three different loadings were investigated and Table 4 shows 

Table 4 The effect of ad 

(Methanol droplet R„ = 0.1xl0~4m, 
J? = 0.1xl0-2m, £/„ = 5m/s) 

ad t{ t2 t3 

5% 360 730 8.9 XlO4 

10% 405 1175 8.9 XlO4 

15% 460 1700 8.9 XlO4 
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Table 5 The effects of droplet material 

droplet 
material 

Methanol 

n-Hexane 

p , 
g/m3) 

762 

596 

(R: = 0 . 1 x l 0 - 2 m , 

"/ 
(m2/s) 

6.31x 10 -1 

7.75 x 10 " 7 

,RP = 0A 

ti 
360 

445 

XlO" 

h 
730 

920 

4m , {/„, = 5 m/s) 

ti 
8.9xl04 , ldim'lesst ime = 

3.53xlO~5s 
8 .9x l0 4 , l dim'lesstime = 

2 .87xl0~ 5 s 

the comparison. More time is needed for the particles to move 
to the surface as the loading is increased because particles 
would experience higher resistence from other particles. 

The Effects of Different Droplet Material. A run was 
made using a mixture of n-Hexane and coal particles. Table 5 
provides the comparison. No significant differences were 
found between methanol and n-Hexane. Therefore, all results 
shown above can be applied to most oil droplets which have 
hydrodynamic properties similar to n-Hexane. 

More plots particle trajectories for different droplet sizes, 
different particle loadings, and n-Hexane droplets are shown 
in [19]. 

The important results obtained may be summarized as 
follows: 

For high droplet Reynolds numbers, particles most likely 
will accumulate near the droplet surface and form 
agglomerates before substantial evaporation of the droplet 
could take place, because the transport time is two orders of 
magnitude smaller than the droplet life time. For low droplet 
Reynolds numbers, particles will be evenly distributed with 
slightly higher particle density near the surface. These fin­
dings may offer an alternate explanation for the recent ex­
perimental results of Law et al., [4] and Miyasaka and Law 
[5]. They concluded that rapid internal circulation (high-
droplet Reynolds numbers) would enhance coal particle 
agglomeration and slow internal motion enhances burning of 
coal particles and internal boiling due to heterogeneous 
nucleation. Miyasaka and Law [5] found that the 
agglomerates are hollow inside, which fits the pattern 
predicted in the sample calculations that particles will settle 
near the surface and form agglomerates for high droplet 
Reynolds numbers. They have used droplets of 700 pxa in 
diameter in a free fall condition; these droplets carried 
Reynolds numbers of 200 or larger, which are definitely in the 
high-droplet Reynolds number regime. 

Conclusions 

Equations of motion for particles translating inside a 
circulating droplet were developed. Numerical solutions to 
these complicated differential-integral equations for the 
motion of coal particles inside a light hydrocarbon droplet 
were obtained using fourth-order Runge-Kutta methods with 
step size control according to desired accuracy. Coal particles 
generally make looping motions due to existing vortex 
streamlines. Particles generally move outward with respect to 
the vortex center. For high-droplet Reynolds numbers, 
particles most likely will accumulate near the droplet surface 
before substantial evaporation of the droplet, because the 
transport time is two orders of magnitude smaller than 

droplet lifetime. For low droplet Reynolds numbers, particles 
will be evenly distributed with slightly higher particle density 
near the surface. 
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Heat Transfer From a Buoyant 
Plume to an Unconfined Ceiling 
The heat transfer to ceilings during enclosure fires is related to the heat transfer to 
unconfined ceiling surfaces from buoyant plume driven ceiling jets. This paper 
briefly discusses this relationship, and then focuses attention on the unconfined 
ceiling problem. Previously published theoretical and experimental studies dealing 
with interactions ofunhealedfree jets and solid surfaces, as well as literature which 
focuses directly on fire plume-unconfined ceiling interactions are brought to bear 
on the problem. A critical review of this literature results in easily applicable for­
mulae for estimating the heat transfer in question. 

Introduction 

For a fire in an enclosure an estimate of the time and 
position-dependent convective heat transfer to the ceiling 
surface is key to the modeling of gas temperatures and ceiling 
surface temperatures. Several analytic and experimental 
studies have attacked aspects of the problem of obtaining 
such estimates. However, except for some experimental 
results of Zukoski and Kubota [1] and You and Faeth [2], all 
of these studies have addressed the unconfined ceiling 
problem. In terms of actual enclosure fires where ceiling 
surfaces are inherently confined, one anticipates that the 
results of such unconfined ceiling studies would be relevant at 
relatively early times subsequent to the ignition of the fire. At 
such times, an upper hot gas layer, which will eventually start 
to fill the enclosure, has not yet developed to such an extent as 
to significantly modify the initial fire plume-ceiling jet gas 
dynamics and heat transfer. Figure 1 depicts the phenomena 
in question near the fire plume during this early time interval. 
For a given fire energy release rate, Q, and fire-to-ceiling 
distance, H, it is evident that the more expansive the ceiling 
surface (enclosure floor area) the longer is this early time 
interval. 

In due course the upper layer starts to grow in depth, and 
the phenomena governing the heat transfer become more 
complex. These phenomena are depicted in Fig. 2. Note that a 
description of the scenario of Fig. 2 must include two 
parameters which do not appear in Fig. 1. These are: the 
thickness of the upper layer, A (or the distance of the interface 
above the fire, Z = H - A), and the average absolute tem­
perature of the upper layer, r u p . In addition to Q, H, absolute 
surface temperatures, Ts, and absolute ambient temperatures, 
7 a m b , which may be adequate in formulating the unconfined 
ceiling problem, the parameters, A and Tup, must also be 
accounted for in any general theory for estimating the ceiling 
heat transfer during enclosure fires. Cooper [3] has outlined 
such a theory for estimating convective heat transfer in the 
general confined ceiling scenario. Application of this theory 
requires formulae for estimating heat transfer to an un­
confined ceiling. 

The above discussion points to the need of working for­
mulae for estimating the convective heat trasnfer, q, from 
buoyant plume driven ceiling jets to unconfined ceiling 
surfaces. It is the purpose of this paper to critically review 
relevant literature and to develop such formulae. 

The development of working formulae for q will be in two 
parts. One of these parts will deal with the stagnation zone 
immediately surrounding the plume axis-ceiling surface point 
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August 2-5, 1981. Manuscript received by the Heat Transfer Division October 
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of impingement, while the other part, the first in the order of 
discussion, will deal with the region outside the stagnation 
zone. Following [2], the stagnation zone will be defined in this 
paper by the range of radius, rsVdg, which satisfies 

0</- s l a g / / /<0.2 (1) 

q = h | T a d - T s ] 

Fig. 1 Heat transfer fo an unconfined ceiling 

Fig. 2 Heat transfer to a confined ceiling with an upper layer 
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Fig. 3 Correlation for (Ta d - Ta m b) / (Ta n i bQ*2 , 3) = w3(r/H) per 
equations (12) and plot of data from [9] 
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Outside of the Stagnation Zone 

A Heat-Transfer Coefficient Based on Tmax. Referring to 
Fig. 1, the heat transfer to the ceiling can be represented by 

d = hATmm-Ts) (2) 

where Tmm is the local (i.e., at a given radial position) 
maximum absolute temperature of the ceiling jet, and h, is the 
heat-transfer coefficient based on the Tmax — Ts temperature 
difference. 

Outside of the stagnation zone and for cases where the 
friction factor1, / , is uniform in radius and of a generally 
realistic magnitude of the order of 0.01, Alpert [4, 5] invoked 
Reynold's analogy for turbulent boundary flows essentially in 
the form 

l>i=P*abCpPr-2/iVmmf (3) 

Here pamb is the ambient density, Cp is the specific heat at 
constant pressure, Pr is the Prandtl number and Kmax is the 
local maximum velocity in the ceiling jet. A technique for 
computing hj by means of an integral method is developed in 
[4, 5]. (In these constant/calculations the actual computation 
was for Kmax which, by virtue of the constant / assumption 
and Reynold's analogy, is proportional to hi.) The im­
plications of the results of the computations presented in [4] 
are that for r/H < 2, and outside of the stagnation zone, A, 
(i.e., Kmax) is relatively insensitive to likely variations in 
normalized ceiling jet temperature profile and velocity profile 
and to variations in 7^ within the entire range Tamb < Ts < 
rm a x . Note that under the usual condition of a ceiling surface 
material initially at ambient temperature (or at least relatively 
cool compared to the maximum temperatures in the im­
pinging buoyant plume) and relatively well-insulated from 
above, and in the absence of significant radial conduction, the 
condition 7^ — Tmm, which would develop with increasing 
time, corresponds to that of an adiabatic ceiling (i.e., when 7^ 
— tmiK, then rmax — 7"ad). After an initial transient time 
interval such an adiabatic ceiling condition would be closely 

The friction factor for the ceiling jet is defined as 

/= TH./(Pamb , /max) 

where TW is the local shear stress at the surface-jet boundary and where Vmax is 
the local maximum of the ceiling jet velocity profile. 

N o m e n c l a t u r e 

b = distance of jet source from wall 
C = a factor in equation (19) 

Cp = specific heat 
/ = friction factor 
g = acceleration of gravity 

H = distance between fire and ceiling 
h = a heat-transfer coefficient equation, (10) 

hx = a heat-transfer coefficient equation, (2) 
ft = a characteristic heat-transfer coefficient, 

PambCpg^H^Q^ 
K = kinematic momentum flux of jet 
k = thermal conductivity 

Nu5 = Nusselt number as per [8], equation (16) 
Pr = Prandtl number 
Q = energy release rate of fire 

Q* = dimensionless energy release rate, equation 
(6b) 

q = rate of heat transfer equations (2) and (10) 
ReH = Reynolds number, equation (6a) 
ReP = Reynolds number as per [6] 

Ri = Richardson number 
r = radial distance from impingement point 

/•stag = r at edge of stagnation zone 

approximated in the plume driven ceiling jet experiments of 
[1] to be referred to below. 

The studies of [4, 5] were for heated turbulent ceiling jet 
flows. As will be seen, the work of Poreh, Tsuei, and Cermak 
[6] on flows in unheated turbulent wall jets2 as well as the 
results of other wall jet studies can bring significant insight to 
the heated ceiling jet problem presently under discussion. In 
particular, one is led to anticipate an equivalence between 
these two types of boundary layer flows and the heat transfer 
from them. This is on account of the fact that buoyancy 
effects in the case of turbulent plume generated ceiling jet 
flows have been shown in [4, 5] to play a relatively minor role 
in the most interesting r/H range of small to moderate values; 
i.e., independent of the size of Q and H, Richardson numbers 
of the actual ceiling jet are small. 

The experimental unheated wall jet results of [6] indicate 
that for smooth surfaces the friction factor varies only slightly 
with radius and is proportional to (VK/V)~0-3 = R e P ~ 0 ' 3 

where K is the kinematic momentum flux of the unheated 
impinging free jet (invariant along the jet axis) and Re^ is a 
characteristic Reynolds number of this jet. In a direct analogy 
to the present problem, the results of [6] specifically indicate 
that when an unheated turbulent free air jet impinges from 
below on a smooth, ambient temperature ceiling surface the 
friction factor of the resulting unheated ceiling jet outside of 
the stagnation zone would be given by 

/=0.172Rep°-3( /- /d) a i (4) 

where b is the distance of the effective point source of the jet 
below the ceiling, and r is the radial distance along the ceiling 
from the point of impingement. (The experiments of [6] 
actually involved downward directed jets.) Reference [6] also 
provides the result 

Fmax/(v*/ft) = 1.32(/-/Z))-11 (5) 

If an equivalence is now drawn between the momentum and 
mass fluxes of the free jet and of a buoyant plume at the 
position of their respective impingement with the ceiling 
surface, then from a calculation procedure presented in the 
Appendix, equations (4) and (5) become 

The wall jet is analagous to the present heated ceiling jet and is formed when 
an unheated free jet impinges on a solid surface. 

r5 = r where velocity in plume/jet is wc/2 
rad = ceiling surface temperature for an adiabatic 

ceiling 
âmb = ambient temperature 

Tmax = l° c a l maximum ceiling jet temperature 
Tup = upper layer temperature 
Ts = ceiling surface temperature 

^max = local maximum ceiling jet velocity 
V = characteristic velocity of ceiling jet, 

gl/2fjl/2Q"l/2 

w j , w2, w3, vv4 = dimensionless functions of r/H 
wc = centerline velocity of plume/jet in plane of 

impingement 
Z = distance between fire and interface 
A = thickness of layer 

X,. = fraction of Q radiated from combustion 
zone 

v = kinematic viscosity 
TW = shear stress at ceiling surface 

Subscripts 

BP = buoyant plume 
FJ = force jet 
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Fig. 4 h data of [9] outside of stagnation zone plotted per correlation 
of equation (14) 
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Fig. 5 ft data of [2, 12, 13] (flame heights .08H and .10H) outside of 
stagnation zone plotted per correlation of equation (14) 

/=0.200Re^0-3 (/•///)" (4') 

Vmm/V= VmM/(gW2H,/2Q'm) = 0.853(r/H) - '• ' (5') 

where 

Rew = VH/p = gW2H3/2Q'm/v (6a) 

6* = (1 - \)Q/ (p,mbCpT,mbg
i/2H^) (6b) 

and where these correlations were obtained in [6] for 
equivalent values of r/H and ReH in the range 0.2 < r/H < 
4.0 and 0.8(105) < Rew < 6.0(105). In equations (6a) and 
(6b), v is a characteristic kinematic viscosity of the ceiling jet, 
and g is the acceleration of gravity. In equation (6b), \ is the 
fraction of Q which is lost by radiation from the fire's 
combustion zone and from the plume itself. Thus, (1 - \)Q 
is the effective portion of Q which actually drives the plume's 
upward convection. 

Having obtained the above results for / and Vmm, it is not 
immediately obvious to what extent they are applicable to the 
present heated ceiling jet problem. For example, for a given 
mass and momentum flux at impingement the buoyancy of 
the heated gases in the buoyant plume driven ceiling jet would 
likely lead to a thinner ceiling jet with a larger Vmsx and 
possibly a higher friction factor than would be estimated in 
equations (4') and (5'). 

In [5] the constant /-analysis for the heated ceiling jet is 
extended in a manner as to take account of a friction factor 
which varies with radius. Limited results of this analysis are 
presented which verify a weak dependence of / on r/H 
consistent with the above (r/H)~0A proportionality of [6]. 
With regard to the dependence o f / o n Rew , a -0 .24 rather 
than a - 0 . 3 exponent in equation (4') can be extracted from 
the results of some of the limited number of variable-/ 
computer calculations presented in [5]. Also, Rosenbaum and 
Donaldson [7] perform an integral analysis of the heat 
transfer from a heated wall to an unheated wall jet and obtain 
- 0.2 for the value of this exponent. It is noteworthy that the 
variable/- analyses of [4], [5], and [7] assume zero turbulent 
shear stress at local positions of maximum ceiling jet velocity. 
This is in contrast to the data acquired during detailed 
probings of the wall jet profiles, carried out in the ex­
periments of [6], which indicate that this assumption is in­
valid. Finally, Donaldson, Snedeker, and Margolis [8] acquire 
data for the heat transfer between an unheated wall jet and an 
elevated temperature wall. Consistent with the results of [7], 
they plot their data for the heat-transfer coefficient in a 
manner consistent with / being proportional to Re#0-2, 
although, as will be discussed below, a plot based on a Re^ 0 3 

proportionality would have correlated their data in a no less 
satisfactory manner. All of the above suggests that the 
equation (4') result / ~ Re«°-3, for unheated wall jets should 

be applied to heated, buoyancy driven ceiling jets until 
substantial evidence suggesting likely deficiencies in this result 
can be brought to bear. 

In the case of heated ceiling jets, there are no apparent data 
to substantiate the 0.200 constant of equation (4')- Yet, with 
the above suggestions that the ReH and r/H dependence of / i s 
unchanged from the unheated jet case, any anticipated in­
crease o f / i n the present buoyancy driven ceiling jet problem 
would have to be accounted for in this remaining factor. In 
this vein, it is consistent with the ideas presented in [5] that the 
factor 0.200 is the unheated wall jet limit of a factor which is 
dependent on the characteristic Richardson number, Ri, 
(gravitational stability) of the heated ceiling jet. (For the case 
of a purely buoyant plume driven ceiling jet, reference [5] 
estimates a universal Ri, based on a characteristic ceiling jet 
thickness, density defect and velocity, to be approximately 
0.024 at the position where the flow exists the stagnation 
zone.) This dependence is assumed here to be rather weak, 
and the 0.200 constant is assumed to hold. 

Consistent with the above three paragraphs, equation (4') 
for / will be assumed to maintain its validity for buoyant 
plume driven ceiling jets in the range 0.2 < r/H < 4.0. 

With regard to the applicability of the equation (5') result 
for Vmax to the heated ceiling jet problem, there is a question 
as to a preferable value for the r/H exponent. Results of 
calculations of [4] suggest (for a Gaussian velocity profile) the 
approximation 

Km a x /K=1.06V2(r/i/)--6 9 1 (7) 

Experimental data catalogued in [4] on direct velocity 
measurements in both large and small scale experiments do 
not support a preference for -0.691 over the - 1.1 exponent 
value of equation (5')- Indeed, the estimate of equation (7) 
does not appear to provide any better of a correlation of the 
data plotted in Fig. 12 of [4] and Fig. 4 of [5] than does that of 
equation (5'). Nevertheless, at least up to r/H = 2 there is 
strong experimental support for the main contention of [4] 
regarding the variation of Kraax, viz., 

Vmm/V=Wl(r/H) (8) 

where wl is simply some function of r/H. 
Using equations (4') and (8) in equation (3) results in 

hl/h = hl/(pambCPg"2Hi/2Q'"i) = Pr-2/iRe^w2(r/H) (9) 

In the work of [4], the value of V2ht was measured in two 
small scale experiments in air whose values of Re#0-3 differ by 
6 percent. The results are consistent with equation (9) in that 
the measured values of w2 do seem to correlate on a w2, r/H 
plot. 

A Heat-Transfer Coefficient Based on Tai. In a series of 
small scale, buoyant plume driven ceiling jet experiments, 
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where radiation effects were reported to be negligible and 
where \ will be approximated by Xr = 0, Veldman, Kubota, 
and Zukoski [9] acquire data for a heat-transfer coefficient, 
h, based on the temperature difference Tad - T^.Thus 

q = h(Tad-Ts) (10) 
Referring to equation (2), note that h appears to theoretically 
correspond to /;, when Tmax — Tai, i.e., late in time when the 
adiabatic condition corresponding to Ts — Tmax is achieved. 
Also, where the ceiling jet temperature profile has a basic 
Guassian shape, except for a sublayer of negligible thickness 
with Ts = Tamb, it is again possible for h to correspond to h i. 
In general, however, h is different from h{. 

If a simple representation for h could be obtained, then the 
formulation of equation (10) has a distinct advantage over 
that of equation (2). This is on account of the fact that Tai is a 
property only of Q, H, and the ambient conditions (i.e., rad is 
property of the characteristics of the plume immediately prior 
to impingement). In particular, Tad is independent of the 
ceiling surface material properties or temperature and is 
independent of time. Such is not the case for Tmax, which 
would have a relatively strong dependence on trie time-
varying, surface-material-dependent surface temperature 
(e.g., see Fig. 7 of [9]). 

Regarding an estimate for the Tai of equation (10), 
Heskestad [10] has shown that the dependence of Tad - Tamb 
on r/His of the general form 

(Tai - r a m b) /(r a m bQ-^)=W 3 (,/#) (11) 

The following estimate for vv3 was constructed by ap­
proximating the Tad - ramb data presented (in curve form) by 
Thomas [11] in the range 0.75 < r/H < 2.2, and by obtaining 
a least-squares curve fit of Tad - ramb data points presented 
in [9] in the range 0 < r/h < 0.75 

fl0.22exp(-1.77 r/H), 0</7//<;0.75 (12a) 
w3(r/H) = l 

[2A0(r/H)-0M, 0.75</•/// (12ft) 

w3 of equations (12a) and (12ft) is plotted in Fig. 3 together 
with the data points of [9]. In the experiments of [11], the 
published data does not lend itself to an estimate for 
(1 - \r)Q. The r/H dependence of Tad - ramb presented in 
[11] in the range r/H > 0.75 was therefore scaled according to 
equation (11) in a manner as to match equation (12a) at r/H 
= 0.75. This resulted in equation (12ft). 

The h data acquired in [9] are plotted there in the form 

h/h = wA(r/H) (13) 
In the interest of generalizing these small scale results, it is 
reasonable to expect that, as in the case of hu Reynold's 
analogy can be applied to yield a result, analogous to equation 
(9), that h is proportional to Re#03Pr~2/3. Accordingly, 
outside of the stagnation zone the data of [9] are replotted 
here in Fig. 4 in the form 

h/h = Retj°-3Pr-2/3w{r/H) (14) 

where Pr was taken to be 0.7 and ReH was computed from the 
definition of equation (6a). The equation (14) correlation is a 
key result of this work. 

The h data of [9] were acquired while time varying values of 
Ts deviated significantly from both /*«, and Tmax. Yet, even 
under experimental conditions which include large Ts 
variations, the Fig. 4 plot of this data is consistent to within 
bounds of engineering accuracy with the simple formulation 
of equation (10) and the h correlation of equation (14). 

The experimental conditions of [9] included the relatively 
small Re„ variation 1.5 (104) < ReH < 2.0 (104). The values 
of Re^03 for these tests deviated less than 6 percent from an 
average value of 18.8. Accordingly, the Fig. 4 plot of the h 
data of [9] does not "test" the ReH

0-3 part of the equation (14) 

Journal of Heat Transfer 

correlation. Fortunately, there are other data that can be used 
to confirm the general utility of equation (14) in this regard. 

You and Faeth [2, 12, 13] acquired data on heat transfer to 
unconfined ceilings from impinging fire generated buoyant 
plumes. Test conditions included the constraint Ts = Tamb. 
The tests involved both premixed and diffusion flames with 
unconfined flame heights varying from 0.08 H to 6.7 //, 
where H was of the order of 1 m. Except for those tests were 
flame heights are small fraction of H, radiation is expected to 
play a significant role both in the heat transfer to the ceiling 
surface and in the heat transfer from the combustion zone 
itself [i.e., \r of equation (6b) is both unknown and non-
negligible]. For the purpose of the present work only data 
from the "point source-like" tests involving flame heights < 
0.10 H will be considered for correlation. As was the case for 
the tests of [9], radiation effects under such conditions can be 
neglected, and \r will be taken to be zero. 

Since Ts = Tamb, it can be shown that H^-q/Q and Ra1/3 of 
[2, 12, 13] are identical to w3(r/H)h/h and Re//, respectively 
when (1 - \) « 1. using these identities the data of [13] for 
two tests with flame heights of .08 H and . 10 H are plotted in 
Fig. 5 according to the correlation of equation (14) and the w3 
estimate of equations (12a) and (12ft). These two tests had 
equivalent Rew values of 0.88 (104) and 0.73 (104), respec­
tively. 

Data on the heat transfer from heated constant temperature 
walls to unheated free jet driven wall jets are presented in [8]. 
Just as the previously discussed wall jet flow measurements of 
[6] brought insight to the flow characteristics of plume 
generated ceiling jets, so the wall jet heat transfer 
measurements of [8] can be correlated with the plume driven 
heat-transfer data of [9] and [13]. In order to do so a 
relationship must be drawn between the measured properties 
of a free jet of [8] and the properties of its equivalent buoyant 
plume at their respective points of impingement. Such an 
equivalence is developed in the Appendix and it leads to the 
following relationships 

rs=0A09H;Re5=wcr5/v = 0A22ReH (15) 
where, in the notation of [8] and in the plane of impingement, 
wc is the measured centerline axial velocity of the free jet (in 
the absence of the wall), and r5 is the radial distance where the 
measured axial velocity drops to wc/2. 

Continuing to follow the formulation of equation (10) the 
Appendix also develops the following relationship between 
the heat-transfer measurements of [8] and the h/h of this 
work 

Nu5=0.109PrRe//fc//f (16) 

Jet data of[8] ; 3.1(104] «ReH £11.2 [104| 
0.8-

0.6-

0.1 0.2 0.4 0.6 0.8 1 2 4 6 8 10 

r/H 

Fig. 6 h data of [8] outside of stagnation zone plotted per correlation 
of equation 14 
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Fig. 7 Replot of all Fig. 4 -6 data, recommended h estimates of 
equations (17) and (18), and h estimates from [12] 

where, in the notation of [8], Nu5 is a dimensionless heat-
transfer coefficient (a Nusselt number). 

All of the heat-transfer data of [8], plotted there in the form 
Nu5 /Re58 = f(r/rs), are replotted here in Figure 6 according 
to the correlation of equation (14) and the relationships of 
equations (15) and (16). These data are the result of thirteen 
separate tests whose equivalent Rew values varied in the range 
3.08 (104) < Rew < 11.2 (104). 

All of the data plotted in Figs. 4-6 are combined in the plot 
of Fig. 7. A least squares curve fit of this data results in the 
following estimate for h outside of the stagnation zone 

/!//T=0.168Re«0-3Pr-2/3 (r/H) - ° " 5 (17) 

The largest r/H value of the data is 1.6. Beyond this r/H 
value, no data for h are available. However, for large r/H it 
may be reasonable to use the results of equations (4') and (5') 
together with the equation (3) version of Reynold's analogy 
where h replaces h x. Taken together these three equations 
yield the result 

/ i / ^ O . n i R e ^ P r - ' (r/H) (18) 

which matches the h of equation (17) at r/H = 1.03. The h 
estimates of equations (17) and (18) are plotted in Fig. 7. 
Estimates for h which were generated from a H2q/Q 
correlation in [12] are also included in Fig. 7. 

As mentioned earlier, it has been estimated in [5] that the 
ceiling jet leaves the stagnation zone in a "weakly stratified" 
state with a Richardson number, Ri, approximately equal to 
0.024. However, analytic results of [4, 5] also indicate that Ri 
grows to the order of r/H as r/H grows to the order of 1. 
Thus, although the effects of stable stratification (e.g., 
buoyant plume driven ceiling jets versus unheated free jet 
driven ceiling jets) appear to play an insignificant role on the 
flow and, ultimately, on h from the stagnation zone to, say, 
r/H = 2., these effects may become more pronounced for 
larger values of r/H. If such is the case, then at such r/H 
values, equation (18), which does not account for buoyancy 
effects in the ceiling jet, may be inadequate. This potential 
shortcoming of equation (18) is not likely to have any 
significant practical effect for two reasons. First, in the case 

12.5 

10.0!;; 

o Plume data of[13]Re„ =0.73(104) and 0.88(104) 

o Plume data of [9]; 1.5(104] SReH=2.0[104) 

a iet data of[8]; 3.1(104) = R e H - 11.2[i0*l 
E1-l2°] . . . _ j31.2; 0 5 r/H < 0.153 

7.5 

- R o ^ P r J ^ W 3 | r / H ] h / h = ) 1 4 6 . 0 1 5 3 S r / H 

from a correlation of[12]. w3(r/H) from Eq.(12] 

5.0? 

2.5 

0.1 0.2 0.3 0.4 

| r /H) - |5 -0 .390 Re„ | 

Fig. 8 Plot of h data of [2, 8, 9, 12, 13] within stagnation zone, 
recommended h estimates of equation (20), and h estimates from [12] 

where room ceiling surfaces are expansive (i.e., larger r/H), 
the total rate of heat transfer to the ceiling in the far field 
[where the use of equation (18) becomes questionable] will 
likely be small compared to the total rate of heat transfer in 
the near field. Second, in the case of rooms where maximum 
values of r/H are moderate the question of the validity of 
equation (18) for large r/H is academic. 

Equations (17) and (18) will form the basis for a recom­
mended estimate for h outside of the stagnation zone. 

Within the Stagnation Zone 
Based on reviews of the literature, the following form for h 

at the stagnation point is recommended in [2] and [8] 

h(r/H=0)/h = CPr~2nRt„ul (19) 
where C is a factor which accounts for the effect of the tur­
bulence level in the impinging jet. This factor can vary by a 
factor of about 2 but tends toward an asymptotic (high) value 
in the case of impingement points well within the fully 
developed turbulent jet/plume region [8]. As is the case in [2], 
C will be taken here to be a constant. The exponent of Pr in 
equation (19) has been taken to be - 2 / 3 instead of the - 3 / 5 
value in [2] or the - 1 value in [8]. 

In the stagnation zone, h will be approximated as a linear 
function of r/H in the stagnation zone. Further, h is required 
to have the form of equation (19) at r/H = 0 and to match the 
h of equation (17) at the outer edge of the stagnation zone, 
r/H = 0.2. With these constraints and within the stagnation 
zone, a least squares fit of all the data of [8] and [9] as well as 
the low flame height data of [13] results in the following 
estimate for h 

/i//? = 6.11P r-
2 / 3Rew

1 / 2[l - (5 .0-0 .390R e / /
u ) /7 / / ] (20) 

A plot of all of this data together with the above correlation is 
presented in Fig. 8. Estimates for h obtained from a 
correlation in [12] are also included in this figure. Note that 
when 5 .0 -0 .390Re / /

0 2 <0, i.e., ReH > 3.5(105), the 
correlation of equation (20) predicts a heat-transfer coef­
ficient increasing with r within the stagnation zone. This 
effect, which is consistent with [8], can be explained by the 
fact that h tends to be proportional to Re^1 / 2 and Re,,0'3 at 
the stagnation point and outside of the stagnation zone, 
respectively. Thus, at some large enough value of ReH and 
beyond, the stagnation point heat transfer is expected to be 
relatively small compared to the heat transfer at the edge of 
the stagnation zone. 

Recommended Procedure for Estimating the Heat 
Transfer to Unconfined Ceilings 

In view of the results of the last two sections the following 
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procedure is recommended for estimating the heat transfer to 
unconfined ceilings: 

(a) Estimate Ta(i by using equations (11) and (12) 
(b) Estimate h according to: 

(/) stagnation zone: 0 </7/7<0.2, use equation (20) 
(if) outside stagnation zone: 0.2<r/H-< 1.03, use 

equation (17); 1.03 <r/H, use equation(18) 
(c) Compute q from equation (10) by using the known 

surface temperature distribution 
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A P P E N D I X 

Some Equivalences Between Free Jet Driven Wall Jets 
and Buoyant Plume Driven Ceiling Jets 

From the Work of Poreh et al. [6]. In experiments on free 
jet driven wall jets, the work of [6] measures the momentum 
flux, paKFJ (x = 0), at the orifice source of unheated free jets. 
This momentum flux is conserved at every position, x, along 
the jet axis. Thus 

op(r,x)u2(r,x)rdr 

= Pamb-K = C o n s t a n t = PzmbKFJ(x = 0) ( A l ) 

where p(r,x) = pamb and u(r,x) are the density and axial 
velocity in the jet. Results of Ricou and Spalding [14] provide 
the following estimate for the mass flux in the jet 

mF](x) = 2ir\jop(r,x)u(r,x)rdr = 0.2%2xKmp3mh (A2) 

Turning attention to the buoyant plume driven by a point 
source of energy release, the plume description of Zukoski et 
al. [15] leads to the following estimate for the momentum flux 
and mass flux 

PambKBP(x) =0.404pambgx3Q'2n (*) (A3) 
mBP(x) =0.209P a m bg1 /V / 2Q*1 / 3 (x) (A4) 

where Q*(x) is defined by equation (6b) with x replacing H. 
At their respective impingement points (x=b for the free jet 

and x=H for the buoyant plume) an equivalence is now 
drawn between the free jet and the buoyant plume. 
Reasonable criteria for such an equivalence are identical 
values for the mass and momentum flux. Applying such 
criteria leads to the following 

ReP=KW2/v = 0.636ReH (A5) 

b = 1.17/7 (A6) 

where 

ReH=HV/v;V=gW2Hu2Q',n(H) (A7) 

and where ReP is the Reynolds number of [6]. 

Using the equivalent relationships of equations (A5) and 
(A6) in equations (4) and (5) leads to equations (4') and (5'). 

From the Work of Donaldson et al [8]. The heat transfer 
from constant temperature heated surfaces to wall jets 
generated by unheated free jets is measured in [8]. In that 
work, heat-transfer data is correlated with measured 
properties of the free jet in the plane of impingement (but in 
the absence of the heated surface). In the nomenclature of [8] 
these measurements include the velocity on the jet axis, wc, 
and the radial position, r5, where the axial velocity drops to 
wc/2. The heat-transfer data is actually correlated with the 
Reynolds number, Re5 = wcr5/i>, and r5. 

In order to interpret the heat-transfer data of [8] in the 
context of the present work, a correspondence is drawn 
between the measured impingement point properties of a 
given free jet and the impingement point properties of an 
equivalent buoyant plume. Turning again to the Gaussian 
plume description of [15], and by definition of r5, wc, and 
Re5, the following criteria for equivalence result 

wc = 3.81g]/2HU2Q'wi(H) (A8) 

l /2 = exp [-5S.3(rs/H)2]-r5 =0.109 H (A9) 

Re5 =0.422 Re„ (A10) 

where equation (A7) was used to obtain equation (A 10) from 
equations (A8) and (A9). 

To complete the analogy between the experiments of [8] and 
the heat-transfer formulation of equation (10), it is noted that 
for the experiments of [8] 7*ad must be interpreted as T„,, since 
the free jets which generated the wall jets were unheated. 
Using this interpretation, the Nusselt number data, Nu5, of 
[8] is seen to be defined as Nu5 = hr5/k, where k is the 
thermal conductivity. Using equations (A7), (A9), (A10) and 
(9) the following equivalence can now be drawn between the 
wall jet heat-transfer data of [8] and the buoyant plume 
driven ceiling jet heat transfer of present concern 

Nu 5=0.109PrRe / / /? /^ 
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Laminar Wavy-Film Flow: Part I, 
Hydrodynamic Analysis 
The hydrodynamic characteristics of thin, laminar, gravity-driven, wavy-film flow 
are considered. A theoretical model is developed to predict the hydrodynamic 
features of asymptotic, wavy-flow states. The mathematical closure question 
arising in asymptotic-state analyses is resolved by incorporating the results of a 
prior stability analysis of smooth-film flow. Calculated values for mean film 
thickness, trough-to-crest dimension, wave celerity, and wavelength are found to be 
consistent with published experimental data for these quantities. 

Introduction 

Thin films flowing down vertical surfaces have been ex­
tensively studied because of their common occurrence in a 
variety of engineering applications. The transport properties 
typical of thin-film flows are especially suited to applications 
in industrial process equipment. The efficient heat- and mass-
transfer characteristerics of the film are primarily the result of 
the thinness of the film and are further enhanced by the 
presence of waves on the liquid-vapor interface. 

Casual observation of a thin film on a vertical surface 
reveals certain important characteristics of the flow. The most 
obvious feature is the essential unsteadiness of the motion. 
With disturbances normally present in laboratory situations 
waves will develop on the liquid-vapor interface. For 
disturbances with a dominant perturbing frequency and a 
limited side-band width, a finite-amplitude, wavy-flow state 
can be observed. In this situation, a constant wave amplitude 
is approached asymptotically with flow length as nonlinear 
interaction of wave modes results in an equilibrium condition. 
In other, more common situations, the presence of a wide 
spectrum of perturbing disturbances precludes the possibility 
of an observable stable equilibrium state. However, it does 
appear that developing flow characteristics can be satisfac­
torily described for much of the flow length by these asymp­
totic states. 

The objective of Part I of this work is to investigate 
periodic asymptotic-flow states of a thin, vertical laminar 
film. An equation of free-surface deflection is developed from 
the equations of fluid motion via a permanent-wave trans­
formation and appropriate assumptions. This equation is 
solved for film Reynolds numbers up to 1000 using a Fourier 
series representation truncated after six harmonics. The 
mathematical closure problem for the most appropriate 
solution is resolved with an assumption relating the wavy state 
at the line of wave inception with the results of a prior linear 
stability analysis [1]. Calculated results for mean film 
thickness, trough-to-crest dimension, wavelength, and wave 
celerity as a function of Reynolds number are compared with 
experimental data from the literature. In Part II, the results 
are utilized in a heat-transfer model describing laminar-film 
condensation and evaporation in the presence of a wavy 
liquid-vapor interface. 

Thin-Film Evolution 

Before developing a predictive model, it is instructive to 
qualitatively describe the gvolution of a thin film flowing 
down the surface. Such a description is constructed by 
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assimilating a multitude of published experimental ob­
servations and theoretical hydrodynamic-stability results. The 
following discussion of film evolution is a condensed version 
of that found in [2]. 

Immediately following initiation of the film there exists a 
waveless region. However, throughout the flow length the 
film is subjected to a wide frequency spectrum of normally 
small-amplitude disturbances. The response of the film to 
these disturbances is to amplify those of certain frequencies 
and dampen others. Of the amplified frequencies, a wave cf a 
particular frequency is subjected to the maximum rate of 
amplification. There is considerable conjecture that this most 
highly-amplified wave usually evolves into the initial finite-
amplitude wave. The observable portion of this wave growth 
is so rapid that the nominal location of the initial sighting of 
waves is referred to as the line of wave inception [1]. For small 
flow rates, say Re( = 4B0/v) < 20, the amplification rate is 
extremely small; hence, the film appears to be smooth 
throughout flow lengths of practical importance [3]. For 
higher Reynolds number flows the amplification rate in­
creases considerably and finite-amplitude waves are im­
minent. 

The finite-amplitude waves appearing at the line of wave 
inception have a two-dimensional character with roughly 
sinusoidal wave fronts moving down the surface. These 
sinusoidal-like waves (hereafter referred to simply as 
sinusoidal waves) persist for a short distance but soon begin to 
distort since they are not stable to the sideband disturbances 
usually present [4, 5]. In the region of flow immediately 
following the sinusoidal waves, there is significant spatial 
variation in wavelength and dispersion characteristics [6]. 
Wave features become increasingly random and three-
dimensional. However, Salazar and Marschall [7] concluded 
that the wavy motion is primarily of a two-dimensional nature 
for all Re < 1500. This important conclusion was based on 
detailed optical studies using laser techniques. Statistically 
meaningful trends of this region include an increase in mean 
wavelength and wave celerity and a decrease in mean wave 
frequency [6]. Eventually, a preferred wave-separation 
distance and celerity are approached. The wave profiles in this 
region have a teardrop shape with a long sloping back portion 
and a relatively steep wave front [8, 9, 10]. These waves 
appear to be moving independently of one another on a 
substrate of constant thickness and are consequently referred 
to as single waves [ 11 ]. 

This wave structure is interrupted by the appearance of yet 
another type of wave, the roll wave. Roll waves are large, 
roughly two-dimensional waves having amplitudes typically 
much larger than the mean thickness, and wave separation 
distances two orders of magnitude larger than the wave 
structures previously described [12]. These waves increase in 
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mean frequency as the Reynolds number is increased sub­
stantially above 400 and as the location of observation is 
moved downstream [6]. This wave structure is obviously not 
periodic and hence cannot be predicted via a periodic 
asymptotic state analysis. Consequently, the present analysis 
is restricted to short and moderate flow lengths where the 
effect of roll waves is small due to their infrequency. 

Formulation 

The laminar flow of a film down a vertical surface may be 
accurately described by the constant-property, unsteady 
Navier-Stokes system, 

dui 1 
+ UjUu = - -Pj + VUjjj+l (1) 

dt ' - p 

" , , /=0 (2) 

The velocity and coordinate conventions are as designated in 
Fig. 1. 

The appropriate boundary conditions at the solid wall are 
the no slip/no penetration conditions. The surface of the 
liquid at x2 = 6 is assumed to be a free surface. Thus, 

and 

(p -Pv)+^ijnjni = a\]^ + ]f) (4) 

at x2 = 8. 
The relationship (3) expresses the absence of an applied 
shearing stress at the surface and (4) is a balance of normal 
forces across the interface. 

A solution to the transient problem requires an initial 
condition consisting of a specified velocity field at arbitrary 
initial time t = 0. This field may be taken as any distribution 
consistent with the governing equations and boundary 
conditions. However, the following specifications include the 
cases of most interest: (i) the velocity field is a smooth-film 
parabolic distribution with superposed small-amplitude 

(x3,u3-normal to the 
plane of the figure) 

•il o 

Fig. 1 Velocity and space coordinate conventions 

disturbance waves; (if) the velocity field corresponds with a 
given wavy-flow state with or without small disturbances. The 
first case includes both the linear and nonlinear stability 
analyses of laminar film flow. The second case includes the 
stability of finite-amplitude wavy states of infinitesimal as 
well as finite disturbances. This and the nonlinear stability 
problem are areas of considerable recent interest [4, 5]. 
Because of the mathematical complexities of the unsteady 
nonlinear equations of motion, perturbation techniques are 
usually employed in these analyses. Unfortunately, a con­
sideration of higher-order terms results in severe 
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mathematical difficulties which presently prevent extensive 
quantitative application of this research. 

As indicated previously, the intent of this work is to 
describe asymptotic, wavy-flow states without solving for the 
transient solution. Consequently, an explicit statement of the 
initial conditions is not required. As already noted, the wavy 
motion for the laminar regime is primarily of a two^ 
dimensional nature [7]. For the flow states of interest, the 
following characteristic dimensions are apparent: for xu the 
wavelength of the wavy surface, X; for x2, the mean thickness 
of the film over a wavelength, <50; and for uu the charac­
teristic velocity, U0( = B0/d0). With these characteristic 
quantities, the governing differential equations (1) and (2) can 
be normalized. In addition, it is convenient to employ a 
"permanent-wave" transformation of the form 

°0 

t - * 2 

« 2 - T -
°0 

where a (=5 0 /X) is the wave number, and c is the wave 
celerity. The governing differential equations for the 
asymptotic flow states are then obtained by setting 
d ( ) /9T = 0. The resultant equations are 

( " i 
4 , Fr 

-Z)"l, l +«2«1,2= ~P,\ + I T ("1,22 + « " l , l l ) + — 
aRe a 

4a 
a2[(w, -Z)u21 + u2u1<2\ = -p,2+ f r ("2,22 + a "2,11) 

and 

Re 

= 0 

(5) 

(6) 

" 1 , 1 + "2,2 : 

where z(=c/U0) is the dimensionless wave celerity. Time is 
no longer an explicit independent variable in (5) and (6), but 
the undetermined parameter z has been introduced resulting in 
a mathematical closure problem. This problem arises because 
of neglecting information in the form of initial conditions 
when considering only asymptotic wave states. Consequently, 
closure must be achieved by introducing an additional in­
dependent relationship via some physical or mathematical 
constraint. The resolution of this problem will be discussed in 
detail in a later section. 

Turning attention to the boundary conditions, (3) is 
specialized to two dimensions and the continuity equation is 
applied. This yields, in normalized form 

-, 4a2a,, 
"i,2 + a2«2,i =-; 2 J"i,i at £2 = a(£i) (7a) 

I-a1 a,i 
The same procedure applied to (4), with the aid of (7a), results 

P-Pv=~ 
a.\ 8a l + a 2«, , 2 

Re l - a 2 * , , 2 " 1 ' 1 We (l + a2«,!2)3 / 2 

at« 2 =a( f , ) (lb) 

The boundary conditions (la) and (lb) can also be obtained 
directly from equations (3.8') of [13] specialized to a free 
surface and normalized as above.2 

Waves on the surface of a thin film are observed to be long 
waves; consequently, X>><50 (or a < < l ) . Thus, equations 
(5) and (6) can be approximated by 

2 l t should be noted, however, that there is an error in equations (3.8') of 
[13]. The exponent of the denominator in the viscous terms should be u.nity 
rather than one-half. 

("l - Z ) " i , i + " 2 " l 
4 

+ " i 
aRe ' 

Fr 
(8) 

dp^ 
tf£i aKe a 

where it has also been assumed that aRe ~ 1 and F r / a ~ 1. 
The boundary equations are similarly scaled. Substituting 

the pressure distribution from (lb) into (8), withp„ constant, 
yields 

a2 4 Fr 
(«, -z)uu +u2uU2=-—a,ln + — ui22+ — (9) 

We aRe a 
Note that for some liquids and flows of interest a2 /We ~ 1. 

Equation (9) can be simplified further via an appropriate 
assumption for the x2-dependence of the velocity field. The 
most frequently assumed distribution is the parabolic profile 

(10) -3_^ ["fi?._iVfiy 
£/„ L 5 2 V <5 / 

where U(xx ,t) is the average film velocity at x{ and t. From 
the experimental velocity distribution studies of Ueda and 
Tanaka [14] it is apparent that this parabolic profile is quite 
accurate. 

Substituting w, from (10) and u2 determined from the 
conservation of mass into (9), then integrating from £2 =0 to 
a yields 

±_ , ... / , 9 
We' 

-a3a'" + (za2 ab)b' 
V 10 / 

Fr 
- zab 1 a b H cr 
2 / aRe a 

= 0 (11) 

where( ) ' = d( )/d£l. 
The film flow rate may be related to the local film thickness 

by integration of the continuity equation over the film 
thickness. For an asymptotic, wavy-flow state this results in a 
surface kinematic relation which may be written in dimen­
sionless form as 

~(b-za)=0 (12) 

Integrating and then averaging over a wavelength to fix the 
constant of integration yields 

b = z<t>+l (13) 

where a has been replaced in favor of the dimensionless 
deflection of the free surface from its mean location, i.e., 

4> = a-\ (14) 

Now using (13) and (14) in (11) yields an equation of free-
surface deflection 

We (i + <»V + - [(5z2 - 1 Iz + 6) -z2<K2 + <t>)]4>' 

+ Fr02(3 + 0 ) + ( 3 F r - ^ ) 0 + ( F r - — ) = 0 (15) 

The boundary conditions are cyclic since a periodic solution is 
required. In addition 

j 0 * ($ i )d£ ,=0 

Kapitza [11] first formulated an equation of free-surface 
deflection similar to (15). Several subsequent investigators 
have extended Kapitza's work by including certain terms in 
the equations of motion neglected in Kapitza's analysis. 
Bushmanov [15] added the cross-film convection term (u2ul2) 
excluded by Kapitza. In addition, Massot et al. [16] included 
the downstream diffusion term (J>W, , ,) . The viscosity effect in 
the normal-stress free-surface boundary condition was 
considered in an analysis by Gollan and Sideman [17]. 
Shkadov [18] developed an equation essentially equivalent to 
(15). However, because of limited solution techniques and 
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inappropriate closure schemes these extensions did not 
significantly alter Kapitza's [11] basic results. 

Solution Method 

The periodicity and zero mean value requirements on <t>(£,) 
render the solution of (15) particularly amenable to Fourier 
series analysis. Consequently, <f> is assumed to be represented 
by a series of the form 

N 

<2>(£i) = j8sin2ir£,+ £ j3" Mnsin2Trw£, 
n = 2 

+ B„cos2irn^) (16) 

Note that the term /3cos2ir£1 does not appear since the relative 
phase of the surface wave is of no consequence. Substituting 
(16) in (15), then equating the subsequent coefficient of each 
orthogonal component with zero yields a set of 2N + 1 
nonlinear algebraic equations in 2N + 2 unknowns - a, z, Fr, 
ft A2, B2, ..., AN, BN. The mathematical closure problem is 
thus apparent since there is an insufficient number of in­
dependent relationships to determine the unknowns. 

Previous Fourier series solution attempts have employed 
only the first two harmonics. As a consequence only the 
sinusoidal wave state has been predicted. In this work, the 
Fourier series is truncated after six harmonics. Substitution of 
this series into (15) results in a system of thirteen nonlinear 
equations. These equations are quite lengthy and are reported 
in [2]. The system of equations was solved via a murtivariable 
search scheme comprised of a simplex method to improve 
initial guesses and a discrete Newton-Raphson method to 
rapidly converge to the appropriate solution. 

Closure Problem 

A major criticism of previous asymptotic film flow analyses 
is that the various closure methods employed lack theoretical 
justification [19]. A frequently used closure method is the 
assumption of an extremum principle. Examples of extremum 
principles are Kapitza's [11] minimization of energy 
dissipation and Shkadov's [18] minimization of the average 
film thickness. With these assumptions it is inferred that there 
exists a unique, stable periodic-flow state to which the film 
will tend regardless of the initial condition. Such assumptions 
cannot be appropriate since analyses by Krishna and Lin [5] 
and Lin [4] indicate a continuous manifold of stable states 
depending on the characteristics of the initial conditions. 

An alternate approach is to simply present solutions to (15) 
parameterized by some variable of the analysis. Mei [20] 
reported wave amplitude as a function of wave celerity, an 

"amplitude-dispersion curve". Another interesting approach 
was employed by Lee [21] who related wave characteristics to 
wave amplitude by requiring periodicity of solutions to 
successive linear perturbation equations derived from a free-
surface deflection equation-. 

As described previously, a wide frequency spectrum of 
destabilizing disturbances is present in most cases. Never­
theless, the mean characteristics of the ensuing wavy flow 
appear to be fairly reproducible. Consequently, the closure 
question should be stated as: What particular flow state is 
most commonly observed in experiments without intentional 
excitation of the system? Recall that for a smooth film subject 
to room disturbances, a particular frequency wave is subject 
to a maximum rate of amplification. If it is assumed that the 
nonlinear amplification process does not distort the 
developing wave excessively, then the finite-amplitude wave 
most frequently appearing at the line of wave inception will be 
of this same frequency. Consequently, it is assumed that the 
sinusoidal wave regime displays a frequency equal to the 
frequency of the most unstable wave of the linear stability 
analysis. 

The accuracy of this assumption can be judged by com­
paring the frequency of the most unstable wave from a linear 
stability analysis by Pierson and Whitaker [1] with published 
experimental results taken just after the line of wave in­
ception. This comparison is displayed in Fig. 2 for water at 
20°C. There is excellent agreement up to Re-100 . Though 
experimental data are sparse above this value, the data show a 
trend to frequencies lower than those predicted. Two reasons 
are suggested for this apparent disagreement. As the Reynolds 
number is increased above 100, the sinusoidal waves distort at 
an increasing rate as they travel down the surface from the 
line of wave inception. Consequently, true indications of 
sinusoidal regime wave frequencies are difficult to accurately 
measure. Furthermore, the frequency-selection process 
becomes rather uncritical above Re— 100. As pointed out by 
Pierson, the amplification-rate curves for Re > 100 do not 
display a sharp peak at the maximum amplification. Con­
sequently, the prevalent frequency at wave inception is 
strongly dependent on the features of the room disturbances. 

A theoretical specification for asymptotic-state frequencies 
downstream of the line of wave inception is a more difficult 
undertaking. Because of considerable variation in wavelength 
and wave celerity, adjacent waves frequently coalesce. As a 
result of wave coalescence and the distortion of the sinusoidal 
waves, the wave frequency decreases down the flow surface 
and only asymptotically approaches a constant value. A 
coalescence model would entail a statistical evaluation of the 
wave characteristics during this transient. Such a model is 
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inception 
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clearly beyond the scope of this analysis. In view of these 
difficulties the asymptotic state frequencies in this region will 
simply be reported according to their relative frequency, 
/ + ( = / / / „ ) , where / „ is the frequency of the most unstable 
wave. Unfortunately, quantitative information for 
frequencies as a function of flow length is limited for 
Re < 1000. However, Stainthorp and Batt [9] reported a 
decrease of wave frequency for Re = 100 on the order of 50 
percent over a flow length of approximately 60 cm. 
Therefore, theoretical results were determined for the range 
of relative frequencies 0.35 to 0.80. 

flow direction 

f*= I, Re = 100 

(a) Sinusoidal wave 

f+=0.65,Re=IOO 

Results 

The search program was executed for Re up to 1000 and 
800 < r < 5550. Two solution branches were found. An 
example of the first branch is illustrated in Fig. 3(a) for Re = 
100 and T = 3450. This wave profile is roughly sinusoidal and 
is characteristic of experimentally observed profiles occurring 
immediately following the line of wave inception, which were 
originally termed periodic waves by Kapitza [11]. This profile 
is illustrated for / + = 1 (i.e., the frequency of the most 
unstable wave). Examples of wave profiles belonging to the 
second solution branch are illustrated in Fig. 3(b) for the same 
Re and T. They display long teardrop shapes with relatively 
steep wavefronts similar to single waves. However, they do 
not exhibit the long, flat substrate commonly observed in the 
single wave region. These solutions do, in fact, describe an 
asymptotic state first observed experimentally by Kapitza. He 
named these waves intermediate waves since they displayed 
features of both the sinusoidal and the single wave regimes. 
These intermediate waves do appear to be representative of at 
least the mean wave characteristics in the transient region 
between the sinusoidal waves at wave inception and the onset 
of single waves. The solution profiles selected for illustration 
in Fig. 3(b) are for several values o f / + less than unity for 
reasons outlined in the preceding section. 

Figure 4 displays a comparison of the calculated mean film 
thickness with published experimental data for water at 
approximately 20°C (r = 3450). The spread in experimental 
data is primarily because of difficulty in accurately measuring 
this quantity. The spread is most apparent for the higher 
Reynolds numbers. The bulk of the data in this range, 
however, fall below the Nusselt line, including the recent 
measurements of Salazar and Marschall [22] utilizing a laser 
technique. The hydrodynamic model predictions are con­
sistent with the bulk of the data. Of the intermediate-wave 
solutions, only the prediction for/"1" = 0.50 is presented since 
there is little variation between results for / + = 0.35 and 
0.80. The mean film thickness for the intermediate-wave 
solution is slightly below that for the sinusoidal-wave 
solution. Since the intermediate-wave solution represents film 
characteristics in the region downstream from the sinusoidal-
wave region, it can be implied from these results that for a 
given Re the time-mean thickness decreases down the surface. 
This trend has been observed by Salazar and Marschall [22] 
and Takahama and Kato [6] for the Reynolds number range 
considered here. 

The calculated trough-to-crest dimensions for water at 
20°C ( r = 3450) are compared with experimental values for 
water at 15, 20, and 25°C in Fig. 5. The results agree quite 
favorably with the experimental data and appear to yield the 
appropriate trends at higher Reynolds number indicated by 
the data. Note that the curves for the sinusoidal wave and 
intermediate wave are virtually the same for Re < 100, yet they 
imply an increase in amplitude with distance downstream for 
Re > 100. The same trend is displayed in the experimental 
data. 

Results for wavelength vs. Reynolds number are displayed 
in Fig. 6, again for water at 20°C. The experimental data are 
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(b) Intermediate waves 

Fig. 3 Sample predicted wave profiles (r = 3450) 
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Fig. 4 Mean film thickness predictions of present model compared 
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more appropriate for the sinusoidal regime. Correspondingly, 
these results are accurately predicted by the sinusoidal 
solution. This is especially evident for Re < 100. Above this 
Reynolds number the experimental values are subject to 
transient effects, as mentioned previously. Observe that the 
wavelengths for the intermediate-wave solutions increase as 
/ + decreases (implying that X increases down the flow sur­
face). This trend is in agreement with experimental ob­
servations [8, 9]. 

Finally, Fig. 7 displays calculated wave celerity compared 
with published experimental results (water, 15-25°C). The 
agreement is quite good throughout the range of available 
experimental data. 

The effect of variation in fluid properties on the asymptotic 
solution is demonstrated in Figs. 8 and 9. In Fig. 8, the 
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dimensionless wave number is displayed for several values of 
the surface tension parameter, r . In both the sinusoidal-wave 
and intermediate-wave solutions, an increase in r results in a 
decrease in a. In Fig. 9, the dimensionless celerity is shown for 
various T. The variation due to changes in T -is not so 
pronounced as for a, but, for either solution regime, an in-. 
crease in V corresponds with increase in z. 

Concluding Remarks v 

The thin-film theoretical model presented describes a 
number of important wavy-film characteristics. For the 
sinusoidal regime, this model yields solution parameters in 
excellent agreement with experimentally-observed values. 
Although experimental results for the transient region are 
scarce, the trends indicated by existing data and various 
qualitative experimental observations are consistent with the 
intermediate-wave solutions. 

The predicted wave profiles exhibit the same characteristic 
shapes as those experimentally observed by Kapitza [11] and 
others for the sinusoidal and intermediate-wave regimes. A 
solution describing the single-wave regime was not predicted 
with the hydrodynamic model. Possibly, the single-wave state 
observed in experimental investigations is not an asymptotic 
periodic-flow state in the usual sense but, rather, a succession 
of independently acting disturbances traveling down the 
surface. The resultant individual wave systems are then ap­
propriately described by X— °o and a—0. Such infinite-
domain systems are not amenable to Fourier series analysis, 
and other solution techniques must be utilized. 
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The Nusselt theory for laminar film condensation or evaporation is shown to 
significantly under predict existing experimental data because of the presence of 
waves on the liquid-vapor interface. A heat transfer model is presented which in­
corporates the results of a previously developed hydrodynamic wavy-film model 
(Part I). Results based on the model for both local and mean Nusselt numbers are 
shown to be consistent with available experimental data, and to satisfactorily ac­
count for the deviation of the data from the classical Nusselt theory. 

Introduction 

The phenomena of laminar film condensation and laminar 
film evaporation occur in numerous industrial processes. 
Correspondingly, a large number of studies have been 
reported concerning the prediction of heat-transfer rates 
accompanying these phenomena. Very few works have 
considered the influence of the usually present interfacial 
waves. However, these waves can significantly enhance the 
heat-transfer coefficient associated with a thin, falling film. 

The intent of the present investigation is to theoretically 
investigate the effect of waves on laminar film condensation 
and evaporation. Prior investigations, in which one or more 
of the assumptions leading to Nusselt's [1] smooth-film 
analysis were relaxed, are first reviewed. With the exception 
of the influence of waves, none of the effects involved can 
satisfactorily account for the frequently observed un­
derprediction of measured heat-transfer rates by the Nusselt 
theory. 

In this paper, a wavy-film heat-transfer model is developed 
by assuming the dominance of cross-film conduction. The 
influence of waves is included by assuming that the asymp­
totic wavy states predicted in Part I represent local-film 
characteristics in the presence of condensation or 
evaporation. Both time-average local and surface-average 
heat-transfer coefficients are computed and compared with 
experimental data available from the literature. The model 
results are consistent with the data and successfully describe 
data trends with Reynolds number and flow length. 

Background 

The majority of previous studies have considered laminar 
film condensation as opposed to evaporation. However, the 
two processes are very similar. The primary difference is the 
direction of heat transfer and, subsequently, the direction of 
the net flux of molecules at the liquid-vapor interface. 

The local rate of heat transfer can be determined with 
knowledge of the temperature difference between the bulk 
vapor and the wall and the thermal resistances between these 
points. As shown in Fig. 1, for the case of condensation, these 
thermal resistances include those of the liquid-vapor and 
liquid-wall interfaces, the resistance in the vapor, and the 
liquid film resistance. 

For condensation to occur on a liquid film the vapor 
pressure at the liquid-vapor interface must exceed that of the 
liquid [2]. The corresponding "temperature jump" across the 
interface is then viewed as the result of an interfacial thermal 
resistance. This resistance is found to be significant for liquid 
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metals whereas for the most common working fluids it ap­
pears to be negligible [3]. Van der Walt and Kroger [4] 
suggested the existence of a liquid-wall interfacial resistance 
arising due to imperfect contact between the liquid anc\ wall. 
However, it seems reasonable to assume that this effect is 
negligible except possibly at extremely low-film Reynolds 
numbers. The presence of noncondensable gases in stagnant 
gas-vapor mixtures can have a significant effect [5]. However, 
no such effect is present in evaporating systems or in pure 
condensing systems. Under many conditions the thermal 
resistance of the liquid film is by far the most significant. For 
the case of evaporation or pure-vapor condensation on a 
liquid of moderate or high Prandtl number, the prediction of 
heat fluxes usually depends on the accurate determination of 
this liquid film resistance. 

Nusselt [1] was the first to analyze laminar film con­
densation on an isothermal inclined surface by predicting the 
liquid film resistance. Nusselt's analysis included the 
following simplifying assumptions: (a) no interfacial shear 
stress, (b) no inertia effect of condensing vapor, (c) linear 
temperature distribution across the film, (d) negligible 
subcooling of condensing vapors, (e) constant liquid 
properties, (f) laminar flow, and (g) smooth liquid-vapor 
interface (the absence of waves). 

Theoretical analyses subsequent to that of Nusselt have 
attempted to relax one or more of these assumptions. 
Rohsenow [6] considered the effects of subcooling in the 
condensate film and nonlinear temperature distributions. 
However, the effect is quite small for most working fluids. 

wall mixture 

Fig. 1 Temperature distribution in film condensation system with 
interfacial resistances and noncondensable gas 
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The effect of variable properties is also quite small for 
temperature differences normally encountered and can be 
adequately accounted for by evaluating liquid properties at a 
mean film temperature. The inertia effect of the quiescent 
vapor condensing on the moving liquid film was shown to be 
negligible for all fluids except those with extremely low liquid 
Prandtl numbers [7]. Finally, the vapor drag due to the 
contact of stagnant vapor with the moving interface was 
similarly shown to be negligible for all but extremely low 
Prandtl number fluids [5]. 

Numerous experimental investigations of laminar film 
condensation on vertical surfaces have been reported. The 
majority of investigators report surface-average heat-transfer 
coefficients rather than local values due to the relative ease in 
obtaining accurate overall measurements (the heat rate is 
simply related to the total condensate flow rate.) A number of 
the significant published results are shown plotted in Fig. 2, 
along with the empirical correlations of Zazuli [8], McAdams 
[9] and Labuntsov [10] and the theoretical prediction of 
Nusselt. 

For low Reynolds number cases the condensate film is 
essentially smooth and the Nusselt theory might be expected 
to accurately predict experimental results. This is indeed the 
case for the results of Siegers and Seban [12] and Ratiani and 
Shekriladze [13]. The low Reynolds number results of other 
investigations indicate heat transfer coefficients both above 
and below that of the Nusselt theory. However, accurate low 
Reynolds number data are difficult to obtain due to the small 
temperature differences to be measured and the frequent 
presence of noncondensable gases. 

At higher Reynolds numbers the experimental heat-transfer 
coefficients are consistently above the Nusselt prediction. The 
difference between the predicted and experimental results also 
tends to increase with Reynolds number. From the previous 
discussion it appears that, aside from the consideration of a 
wavy liquid-vapor interface, the theoretical solution of this 
condensation problem has been thoroughly examined. In the 
case of laminar film condensation of a quiescent pure vapor, 
the effects considered are quite small and not significant 
relative to the differences between the Nusselt prediction and 

Nomenclature 

/ + = wave frequency normalized by 
that of most unstable wave 

g = gravitational acceleration 
h = convective heat transfer 

coefficient (q/AT) 
hfg = enthalpy of vaporization 

k = thermal conductivity of liquid 
L = length of heat-transfer surface 

in flow direction 
m = mass flow rate of film per unit 

film width 
Nu = film Nusselt number 

[h(v2/gy
n/k] 

Pr = 
<7 = 

Re = 
Sc = 
T = 

T = 
1 g T = 

1 w 
•Xi = 

Greek 
8 = 

Prandtl number of liquid 
surface heat flux 
film Reynolds number (4m/ n) 
Schmidt number 
temperature in liquid film 
saturation temperature 
wall temperature 
space coordinate parallel to 
surface 

local film thickness 

AT 

r 
M 
V 

P 
a 

Subs 
L 

(~) 

temperature difference 
(Tg-T„) 
dimensionless surface tension 
parameter [a(v4g) ~Wi/p] 
dynamic viscosity of liquid 
kinematic viscosity of liquid 
density of liquid 
surface tension 

Subscripts and Superscripts 
= refers to value at xt =L 
= overbar refers to mean value 

over length L 
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the data. Consequently, it may be hypothesized that these 
differences are due to the effects of waves at the liquid-vapor 
interface. 

The experimental condensation data discussed above are 
average values over the entire length of the condensate film. 
Accordingly, these results include the influence of the initial 
length of smooth condensate film. The more significant local 
effect of waves is then somewhat concealed. A more revealing 
result is for the local Nusselt number at a position sufficiently 
downstream of this smooth length to allow visually-
observable waves to be present. Such investigations of local 
condensation rates are scarce; however, evaporation data of a 
local nature are available. In these evaporation studies, a 
smooth film is initiated and allowed to become wavy before 
reaching the heated surface. By adjusting the heat rate such 
that the evaporation rate is a small fraction of the total flow 
rate, the Reynolds number remains essentially constant over a 
relatively short test section. 

The results of the local film evaporation studies are shown 
in Fig. 3, along with the Nusselt prediction. Due to the large 
number of data points, some of the results are displayed in 
terms of the correlations suggested by each investigator. A 
comparison of these results and the Nusselt prediction again 
demonstrates the heat transfer enhancing effect of waves. 
Overall, the difference in the experimental results and the 
Nusselt prediction is slightly larger for these local values than 
for the surface-average condensation data. Furthermore, 
from the data of Struve displayed in Fig. 3, it appears that the 
heat-transfer coefficient increases with distance at the same 
Re. This flow-length effect is at least partly the cause of the 
wide range of local and surface-average heat-transfer coef­
ficients observed for Reynolds numbers above 300. 

In contrast with the large number of theoretical analyses of 
secondary effects on condensation, very few analyses have 
been published concerning the effect of waves. Kapitza [18] 
first analyzed the flow of a wavy thin film on a vertical 
surface, then utilized these results in a one-dimensional heat-
conduction model [18,19]. Kapitza's estimate resulted in 
about a 20 percent increase in heat-transfer rate over the 
smooth film case, independent of Reynolds number. This 
prediction appears to be reasonably good for Reynolds 
numbers in the limited range between about 80 and 200. 
However, it does not reflect the trend of the data with 
Reynolds number, nor the overall level of the data outside this 
range. Since this analysis does not satisfactorily predict 
important trends observed in the data, an improved model 
based on more detailed theoretical results for the wavy nature 
of the film is desirable. 

Heat Transfer Model 
Following the original lead of Nusselt it is assumed that the 

dominant mechanism controlling the heat rates for laminar 
film condensation or evaporation is conduction across the 
film thickness. Even in the presence of the wavy interface the 
effect of temperature gradients along the film should be 
negligible compared with the effect of cross-film gradients. 
However, it is appropriate to reconsider the importance of 
convective transport relative to conduction. Insight to this 
comparison is obtained by contrasting the heat-transfer 
problem with an analogous problem in thin-film mass 
transport where convective transport is important. The 
hydrodynamic characteristics of the two problems should be 
quite similar. Furthermore, the scalar transport equations for 
the two problems are identical except convective terms are 
multiplied by the Schmidt number, Sc, in the mass-transport 
problem and by the Prandtl number, Pr, in the heat-transfer 
problem. However, for the most common situations, Sc is 
large, whereas moderate Prandtl number fluids are of interest 
here (e.g., for the absorption of C02 gas in liquid water, Sc = 
580 and for water at 20°C, Pr = 6.8). The convective and 
molecular diffusion transport mechanisms turn out to be of 
the same order of importance in the gaseous absorption data 
of Chung and Mills [20] and Kamei and Oishi [21]. Since 
Pr<<Sc, it is indicated that molecular diffusion will 
dominate the transport of thermal energy across the film. 
Accordingly, convective transport can be omitted from the 
analysis with negligible error. 

Additional support for this conclusion is implied from the 
experimental results of Ueda and Tanaka [22]. The tem­
perature distribution across the film of a high Prandtl number 
liquid (Pr~100) was measured using a thin thermocouple 
wire. The film Reynolds number ranged from 180 to 5030. 
Temperature measurements revealed the existence of a thick 
conduction layer adjacent to the wall. Near the liquid-vapor 
interface the temperature was approximately uniform, in­
dicating the presence of mixing motions. However, according 
to Ueda and Tanaka, "the Prandtl number in this experiment 
is very high, even a slight eddy motion may flatten the tem­
perature profile." They concluded further that "eddy dif-
fusivity at a distance from the wall is of insignificant extent." 

With the exception of the smooth-surface assumption, all 
of the Nusselt assumptions remain appropriate for all but 
extremely low Prandtl number fluids. Consequently these 
assumptions are again invoked. In addition, it is assumed that 
the wavy characteristics of the film at a given location may be 
described by asymptotic wavy-flow states predicted by the 
hydrodynamic model developed in Part I. This assumption 
implies that the presence of condensation or evaporation does 
not appreciably affect the hydrodynamic characteristics of the 
film. It also implies that the wavy film is adequately described 
by its asymptotic state at every flow location or, equivalently, 
for every local Reynolds number. For the moderate heat rates 
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considered here, these assumptions appear to be quite 
reasonable. It may be noted that condensation and 
evaporation have, in fact, been shown to have stabilizing and 
destabilizing influences on the film, respectively [23, 24]. 
However, the effect is limited to low Re where the calculated 
wave amplitude and the corresponding wave effect on heat 
transfer rates turns out to be small. 

Two asymptotic wavy-flow states were found with the 
hydrodynamic model in Part I. The first, characterized by 
roughly sinusoidal waves (here referred to simply as 
sinusoidal-waves) describes film characteristics in a region 
starting at the line of wave inception. The second, described 
by the intermediate-wave solution branch, represents the 
characteristics of the transient-region immediately following 
the sinusoidal waves. The intermediate-wave solutions are 
parameterized by relative wave frequency, / + (wave 
frequency normalized by that of most unstable wave as 
defined in Part I). Since wave frequency decreases in the flow 
direction, a decreasing/4" implies locations further down the 
surface. 

Consider the characteristics of this idealized con­
densing/evaporating film at a particular location on the flow 
surface. The time-average value of the heat flux at this 
location is equal to the average heat flux over a wavelength of 
the film at the same local Reynolds number. 
Thus, 

\g / X Jo 5(x,) v ' 

The local film thickness 6(xt) is available as the result of the 

hydrodynamic model from Part I. This thickness was 
represented as a Fourier series truncated after six harmonics 
with parameters Re and T. Consequently, the integration in 
(1) was performed numerically. 

The results for local Nusselt number are displayed as a 
function of Re in Fig. 4 for T = 3450 (e.g., water at 20°C). 
The shaded areas of the figure show the approximate position 
of the experimental data which was'displayed in more detail in 
Fig. 3. The solid-line curves are the calculated results based on 
the heat-transfer model. The sinusoidal and intermediate-
wave results shown essentially cover the range in observed 
Nusselt number values. The various curves tend to converge 
as the Reynolds number is decreased. The sinusoidal solution 
essentially yields the smooth-film result just below a Reynolds 
number of 20. Above Re = 100, the curves slowly diverge, 
showing the influence of wave profile and mean film 
thickness. The sinusoidal solution predicts the smallest in­
crease in heat-transfer rate. Above a Reynold's number of 
approximately 300, the sinusoidal solution underpredicts the 
data. This is evidently due to the decrease in length of the 
sinusoidal-wave region at these higher flow rates. The in­
termediate-wave solutions predict increasing heat transfer 
coefficients with decreasing wave frequency. As discussed in 
Part I, this decrease in wave frequency is associated with an 
increase in distance down the flow surface. For a given 
Reynolds number, the intermediate-wave solutions thus 
indicate an increase in heat transfer coefficient with increased 
distance down the surface. This trend is in complete 
agreement with the experimental data of Struve. 

The effect of variation in the dimensionless surface-tension 
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parameter, T, is displayed in Fig. 5. Except at extremely high 
Reynolds number, a variation in V of 800 to 5550 results in a 
variation in Nusselt number on the order of 5-10 percent. At 
low and moderate film Reynolds numbers, smaller T values 
yield larger Nusselt numbers. This trend corresponds with the 
hydrodynamic model result that a larger amplitude is 
predicted for smaller T. This tendency does not persist at 
higher Reynolds numbers where the curve for V = 800 drops 
below the curves for the two larger values of T. 

With the local heat-transfer results available, the average 
value for a condensing system may be determined. The 
average heat-transfer coefficient over length, L, may be 
defined as 

- 1 fL 

h=L\oh(X{)dXl (2) 

However, the predicted local heat-transfer coefficient is 
available as a function of Re (or, equivalently, flow rate, m), 
not X|. Therefore, consider an energy balance on an element 
of the film which yields 

hATdxi =hfgdm 

Considering A a s a function of xu assuming a constant AT, 
and integrating over L with m = 0 at xt = 0 results in 

hdx. 
h 'Is' 

AT 
(3) 

Integration considering h as a function of m leads to 

hfe f '"L dm 

IT L =
 hJi{' 

ArJc 
(4) 

Substituting (3) and (4) into (2) yields in dimensionless form 

integration. This is not a serious deficiency since both the 
sinusoidal and intermediate-wave results converge to the 
smooth film result for decreasing Re. The results for F = 
3450 are shown in Fig. 6, along with shaded areas indicating 
the range of the experimental data of Fig. 2. The individual 
data points of Ratiani and Shekriladze [13] are also 
reproduced since this data set spans the entire range of Re 
from 10 to 200. The sinusoidal solution again appears to 
provide a lower limit to the data. The intermediate-wave 
results fall within the data band throughout the Reynolds 
number range. 

Concluding Remarks 

The results of the heat-transfer model incorporating wave 
effects are consistent with published experimental con­
densation and evaporation data. Heat-transfer coefficients of 
these systems are demonstrated to be significantly enhanced 
over the smooth-film Nusselt prediction due to the presence of 
waves on the film surface. The trend of the degree of 
enhancement as a function of Reynolds number also agrees 
with that of the experimental data. Finally, results of the 
analysis are consistent with the observed trend in Struve's [16] 
data for local evaporation with various flow lengths; i.e., an 
increase in heat-transfer coefficient for longer flow lengths at 
a given Reynolds number. 
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Re, 
Nu = 

* R c i c/Re 

lo NuTRe) 

(5) 

The average Nusselt number for laminar film condensation on 
an isothermal wall over a length, L, was determined based on 
(5). 

Ideally, the local Nusselt number appearing in the integrand 
of (5) should be characteristic of the local flow regime. That 
is, Nu(Re) should be representative of the smooth, sinusoidal 
or transition (intermediate-wave) regimes as they occur in turn 
along the flow length. Such a specification of regime type is 
beyond the scope of the hydrodynamic model. Consequently, 
the integration in (5) was performed utilizing results for a 
particular asymptotic solution throughout the Re range of 
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Heat Transfer From 
Vertical/Inclined Boundaries of 
Heat-Generating Boiling Pools1 

A model for heat transfer from the sides of a volume heated boiling pool is 
proposed. Because of the density difference caused by volume boiling and by 
thermal expansion due to the temperature difference between the bulk fluid and the 
fluid near the wall, the lighter liquid and vapor bubbles cause movement of the bulk 
fluid in the upward direction. The rising liquid between the bubbles finds a return 
path along the walls or sides of the pool and forms a boundary layer which may be 
laminar in its initial length followed by transition to turbulent depending, of course, 
on the conditions prevailing at the entry to the sides and in the bulk of the pool. The 
analysis for the laminar case provides the definition of equivalent Grashof number 
for the combined two-phase and thermal expansion driven natural convection along 
the sides of pool. The turbulent boundary layer is analyzed by assuming a two-layer 
model in which the inner layer is characterized by viscous and conduction terms and 
the outer by mean convection terms. The similarity analysis of the governing 
equations yields universal profiles for temperature and velocity and the scaling laws 
for the inner and outer layers. An asymptotic matching of the temperature prof He in 
the overlap region leads to a heat transfer law which correlates the available ex­
perimental data on volume heated boiling pools exceedingly well. 

1 Introduction 
The phenomenon of heat transfer from volumetrically 

heated boiling pools is of considerable interest in the analysis 
of a number of hypothetical accident scenarios for liquid 
metal cooled fast breeder reactors (LMFBRs) such as tran­
sition phase and post-accident heat removal (PAHR) [1]. The 
heat transfer from internally heated boiling pools is also of 
potential interest in chemical reactor engineering. 

The initial experimental study of heat transfer from boiling 
pools with internal heat generation was carried out by Stein et 
al. [2], Subsequently their work was extended with various 
refinements in an experiment by Gabor et al. [3]. Following 
this work was an experimental study by Gustavson et al. [4]. 
However, as pointed out by Green et al. [5], their 
measurements of the heat-transfer coefficient and the local 
void fraction suffered from large inaccuracies and differed 
substantially from the data reported by Gabor et al. [3]. With 
various refinements in Gustavson's experiment, Green et al. 
[5] obtained substantially more accurate data, both for heat 
transfer to vertical and inclined walls. In each of these studies, 
semiempirical correlations for the heat-transfer coefficient 
from side walls were presented. However, the mechanistic 
models proposed are very diverse and do not agree with each 
other. In addition, each of these models contains a number of 
free parameters. 

The present analytical study proposes a mechanism for heat 
transfer from side walls and successfully attempts to correlate 
the heat-transfer data of both Gabor et al. [3] and Greene et 
al. [5]. 

2 Formulation of Model 

Consider the schematic diagram of a volume-heated boiling 
pool as shown in Fig. 1 with vertical or inclined walls 
maintained at a uniform temperature, Tw, which is less than 
the temperature of the bulk fluid. Heat generation in the bulk 
of the fluid causes boiling and creates a density difference by 
both boiling and thermal expansion between the bulk fluid 

and the fluid near the wall. Buoyancy forces, acting both on 
the lighter liquid and vapor bubbles, cause an upward 
movement of the fluid in the bulk of the pool. Upon reaching 
the free surface, part of vapor escapes into the space above 
the pool and part condenses in the upper part of the pool, the 
rising liquid between the bubbles and that condensed in the 
upper part of the pool find a return path along the walls of the 
vessel and form a boundary layer which might be laminar or 
turbulent depending upon the conditions prevailing. The flow 
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Fig. 1 Mechanistic model for heat transfer to the side walls from 
volume heated boiling pools 
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of the returning liquid outside of the boundary layer is 
assumed to have negligible velocity due to opposing motion of 
the two-phase flow in the bulk of the pool. It is thus proposed 
that the heat transfer to the side walls takes place entirely in 
the natural convection boundary layer driven by the density 
difference caused by boiling and thermal expansion. 

In view of these assumptions, the equations governing the 
heat transfer and fluid flow in a turbulent boundary along a 
vertical or inclined wall in the spirit of the Boussinesq ap­
proximation can be written as [6] 

du dv 
-^- + T~ =0, dx dy (1) 

>( u 
du 

~dx 

du 

dy 

dT 

dx 

) 

¥v 

= -

dT 

dP 

dx 

= X 

- + M 

d2T 

dy2 

d2u 

dy2 
+ P~(-u'v')+pg 

dy 

d(-v'T') 

dy f>Cp 

(2) 

(3) 

We may note that Boussinesq approximation for free-
convection flows consists of a two-part approximation: (a) it 
neglects all variable property effects in the three equations 
except for density variation in the momentum equation, and 
(b) it approximates this density through a simplified equation 
of state: 

P = pla,-PI3(T-Ta,) (4) 

Boundary layer simplifications of the full Reynolds 
equations for turbulent flow imply that the pressure is a 
function of x only. Further, we may assume that the two-
phase flow in the bulk of fluid is moving upward at very low 
mixture velocities and that the void fraction and velocity field 
are approximately independent of the coordinate parallel to 
the sides of the pool (that is, approximately fully developed 
conditions prevail over most of the height of the boiling pool). 
In actuality, as seen in the measurements by Gustavson et al. 
[4], the void fraction is dependent on height x near the bottom 
of the pool, but it very rapidly achieves a near asymptotic 
value with the increasing height. Under these assumptions, the 
momentum equation (2) for the bulk fluid simplifies to 

0 = 
dP 

dx 
+ P».£f (5) 

with 

Pc = apg+(\ -a)pi„ (6) 

In view of equations (4) through (6), the combined pressure 
gradient and gravity term in equation (2) become: 

dP 
~ -T- +Pg=(p-Pac)g=[pP(Ta>~T) 

dx 

+ a(pi„-pg)]g=(pPAT+apia,)g (7) 

where we have assumed that p/oq > > pg. Substituting 
equation (7) in equation (2) and dividing through by the 
density p, we obtain 

d2u d(-u'v') du du 
+ „ = „ + + (PAT+a)g (8) 

dx dy dy2 dy 
where we assumed in the spirit of Boussinesq's approximation 
that p/oo/p = 1. The boundary conditions on equations (1), 
(3), and (8) are 

u,v = 0, T=Tw aty = 0 (9a) 

u,u = 0T=T„&ty = 5 (96) 

In writing down equations (9b), we have assumed that the 
momentum and thermal boundary layers are of equal 
thickness. This assumption is valid for moderate Prandtl 
number fluids of interest to the present study. 

3 Integral Method of Analysis for Laminar Flow 

For a Grashof number, Gr < 109, the flow in the boundary 
layer generally is laminar. For moderate Prandtl number 
fluids the transition to turbulent flow occurs between Gr = 
109 to 1010 [7]. Almost all the data available for boiling pools 
are in the turbulent regime. However, in some LMFBR safety 
applications, both prior to boiling and at very low void 
fractions during boiling, a laminar flow regime may prevail. 
Furthermore, at low Grashof numbers, the volumetric heat 
source, particularly in the single phase molten pools, may 
significantly affect the rate of heat transfer to the side walls, 

N o m e n c l a t u r e 

Ak = coefficients of expansion for characteristic 
velocity in the laminar boundary layer 

A T = integration constant in equation (56a) 
A„ = integration constant in equation (55a) 
Bk = coefficients of expansion for boundary layer 

thickness for laminar flows 
BT = integration constant in equation (566) 
Bu = integration constant in equation (556) 
Cp = specific heat at constant pressure 
F' = (u—U,„)/u0, velocity profile for outer layer 
/ ' = u/Uj, velocity profile for inner layer 
G = nondimensional turbulent shear stress 

GrL = ($ATW + 3a)gZ.3/»<2, Grashof number based 
on characteristic length, L 

Grv = Grashof number based on characteristic 
length, x 

g = g COSY, effective gravitational acceleration 
g = acceleration due to gravity 

H = nondimensional total buoyancy function 
h — heat-transfer coefficient 
K = thermal conductivity of liquid 
L = characteristic length scale in x direction 
m = exponent in expansion (25a) for characteristic 

velocity 

n = exponent in expansion (256) for boundary 
layer thickness 

Nuv = hxlK, Nusselt number based on length, x 
Nu = Nux, Nusselt number based on average 

heat-transfer coefficient 
Nuov = Nusselt number in the absence of internal heat 

generation 
Pr = fiCp IK, Prandtl number 
P = pressure 

<7„, = wall heat flux 
q = volumetric heat generation rate 

Ra = PrGr, Rayleigh number 
Rap = Ra/[1 + (0.492/Pr)9/16]16/9 

T = temperature 
T' = turbulent fluctuations in temperature, T 
AT = T„-T 

AT = j —T 
U = characteristic velocity in x direction in 

laminar boundary layer 
UQ,UUU2 = first, second and third order nondimensional 

velocities in the expansion of U* 
Uln = the velocity maximum 
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as was found by Randall and Sesonski [8]. To proceed with 
the analysis for the laminar case of boiling pools, we adopt 
the combination of integral and perturbation methods utilized 
by Randall and Sesonski [8]. 

For laminar flow in the boundary layer we drop the tur­
bulent diffusion terms in equations (8) and (3) and integrate 
these equations together with equations (1) and (9), over the 
boundary layer thickness to obtain 

d_ 

dx 
\[u2dy = ̂ \\Tm-T)dy + iab-V{^) 

:j>.-n*--xM], qb 

(10) 

(11) 
dxJo L dy -b=o pC„ 

Assuming the following profiles for velocity and tern 
perature: 

u-=v(i-n)2,e=^-^- =(i-r,)2 

U 1 oo 1 W 

(12) 

((3ATw + 3a)]g-
vU 

reduces equations (10) and (11) to 

1 djblf2) _ b_ 

105 dx ~ ~3 

and 

1 d(bU) _ 2X _ qb 

30 dx T ~ pCpATw 

Nondimensionalizing the above equations by introducing the 
following nondimensional variables: 5* = b/bs,x* = xlL, U* 
= U/Us, we obtain 

1 dU*2b* 6* vL /U*\ 

(13) 

(14) 

105 dx* 3Uj 

1 dU*b* _ 2XL 

30 ~dx*~ ~ Usb
2b* 

If we choose the following scales 

qL 

pCpATwUs 

, / vL \ l/! L 
Us=y/WATw+3a)gL,6s={ — ) = — 

(15) 

(16) 

(17a) 

and the perturbation parameter e as 

qL 

pCpATwlU3AT„+3a)gL][/> 

then in the limit as e — 0 we have 

1 dU*2b* 

105 dx* 

b* U* 
= 0 ( l ) , y = 0 ( l ) t — =0(1) 

("6) 

(18) 

With the choice of scales given by equation (17), equation (15) 
and (16) become 

1 dU*2b* b* U* 
(19) 105 dx* 

1 dU*b* 

30 dx* 

2 1 

Pr 6* 

3 5* 

-eb* (20) 

The effect of internal heat generation in the boundary layer 
will be included through the perturbation parameter, e. It will 
be demonstrated subsequently that e < < 1 both for reactor 
applications and for the experiments performed to obtain 
boiling pool heat-transfer data. However, in reactor ap­
plications, e has a much bigger value than that for the ex­
periments. 

Seeking solution of equations (19) and (20) in the form 

</*=£«*</* .«•=£• (21) 

Substituting the above expansions into equations (19) and (20) 
and equating terms of like coefficients up to e2 we obtain 

0 1 dU2
0b0 = bo_ U0 

3 105 dx* 

1 dUob0 

30 dx* 

b0 

1 d 

105 d~x 

2 1 

(22a) 

(22b) 

- ( U g » 1 + 2 l / „ l / l W = ^ - ( - ^ — ^ 1 ) 

(23o) 

Nomenclature (cont.) 

u = x component of mean velocity in the boun­
dary layer 

w' = turbulent fluctuations in u component 
uT = velocity sale for turbulent fluctuations in the 

outer layer 
v = y component of mean velocity in the boun­

dary layer 
v' = turbulent fluctuations in v component 
x = coordinate in direction parallel to the wall 

from the top of pool 
y = coordinate in direction normal to the wall 

y* = y/A, dimensionless inner variable 
a = void fraction in the boiling pool 
/3 = thermal expansion coefficient 
7 = angle of inclination of the walls or sides of the 

pool from vertical direction 
b = boundary layer thickness 

5o,Si,52 = first-, second-, and third-order non-
dimensional boundary layer thickness in the 
expansion for 5* 

e = perturbation parameter defined by equations 
(176) and (32) 

e,„ = perturbation parameter defined by equation 
(32) 

Journal of Heat Transfer 

V = 
e = 

K, = 

K2 = 

x = 
v- = 
V = 

p = 
* , v = 

<t> = 

* = 

Subscripts 
0 = 

00 = 

/ = 
g,v = 

I = 
s = 
w -

Superscripts 

ylb, dimensionless outer variable 
(T-T„)/T, 
universal constant in velocity profile (55) 
universal constant in temperature profile (56) 
KlpCp, thermal diffusivity 
dynamic viscosity 
kinematic viscosity 
fluid density 
qw/pCp, scale for turbulent heat flux 
nondimensional turbulent flux in the 
boundary layer 
(T-T^/To 

pertaining to outer layer 
pertaining to bulk fluid properties 
pertaining to inner layer 
pertaining to vapor phase 
pertaining to liquid phase 
pertaining to characteristic scale 
pertaining to a wall 

pertaining to nondimensional variables 
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30 dx" 

1 _rf 
105 die 

3 

j _ _d_ 
30 dx* 

5 

(U081+U180)=-~^r-80 (23b) 

Pr 5g 

- (Solfi +280U0U2 + 2 t/06, £/, + U2
0d2) 

?<>% u0s2\ 6̂  5g 

(60t/2 + 51[/1+C/oS2) = 

5? 

(24a) 

2_ 
Pr 

/ 52 5f \ (246) 

We assume a solution of the form 

Uk=Akx*k/2x*m 

8k=Bkx*k/2x*n 

The substitution of equations (25) in equations (22) yields, 

20 ^ - * 

(25a) 

(25ft) 

OT = '/i,/i=i/4,Xo = V(8073)(-2j- + P r ) (26a) 

5 n = P r (266) 

The substitution of equations (25) in equations (23) yields, 

24(60^o +20 Bl-AlB2
0) 

Ax = 

60 = 

(2A0B
2
0 + 60)B0b0 

A\B\ - 20 Bl - 60 A0 

(2A0B
2
0+60)B0 

B{=2A/b0 

A0 48 

Ba BlPr 

(27a) 

(276) 

The use of equations (25) in equations (24) gives, 

V B0 

/ 240 B\ 
+ \~mr~~Bj~ 

1 \ bR 

Bl) 6 , 
240 
7P7 B j , UL 

\ 120 B, fi,,4 

1 B0 B0 J 

2 ^ 0 _ J _ \ 

(28a) 

(s * 
6« = 

70 
AQ + 

Bl 

A0 

% > V B0 
+ 

240 1 

7Pr Bl, 
(286) 

A0B
2 3 

(Bo^i+2^0^,^! ) -

-(£**••*)( 

140 

1 \ / 240 B\ 1205, BXA 

7Pr 5^ 7fi0 5o / 
(28c) 

Reference 1 tabulates the values of coefficients Ak and Bk as a 
function of Prandtl number, Pr. The selection of the range of 
Pr variation was made to cover values of interest to nuclear 
reactor safety analysis and the experiments performed on 
boiling pools. Using equations (25) and (26a) in equation (21), 
we obtain the following three term expansions: 

U* =A0x*'A +eAiX* + e2A2x*3/2 

8" =5 0 x* '/4 + &xx*v' + e2B2x*5M 

(29a) 

(296) 

It was found [1] that numerical values of coefficients A,, A2 

(only for Pr < 3.0), and Bx are negative, and it is then clear 
that the volumetric heat source both tends to decrease the 
characteristic (e.g., maximum) velocity as well as the 
boundary layer thickness. The effect of this behavior on the 
heat transfer coefficient is evaluated below. 

Heat-Transfer Coefficient. From the definition of the 
Nusselt number and equations (12), (17a), (26), and (29), we 
get 

NU l .= 

where 

qwx 2x 2£^Ra;/4 

K(TW-Ta) 8 l+e,„5, 'Rai / 6 + dfl2 'Ra; / j 

(30a) 

[ / 20 \ 1 ~ v* 

2 4 0 ^ + P r J J ,Bi=BlW 

B^^Pr^^od^+Pr)]"'7' 

[{PATw + 3a)g}v> pCpATw 

Rax = PrGrc , Gr x = (0AT„ + 3a)gx3/p2 

(306) 

(30c) 

(30c?) 

(30e) 

From the definition of em and equation (176), it is clear that 
e,„ = e if the length scale L is chosen as 

..'/> 
(31a) 

WATw+3a)g]'A 

With the above choice of the length scale, L, Us, and 8S as 
given by equations (17a) become 

Us = [v(t3ATw +3a) g]'\8s =-
lWATw+3a)g]'A ° l b ) 

It is clear that with the choice of scales as given by equations 
(31) the requirement imposed by equation (18) on the order of 
various terms is still satisfied. With these scales it is evident 
that for the perturbation scheme to work, we must have 

Q 
< < 1 (32) 

[tfATvl+3a)gYA
 PCPATW 

Assuming that the above condition is satisfied, then in the 
limit as e — 0, i.e., with negligible effect of internal heat 
generation, equation (30a) becomes 

/ 20 \ ~Vt 

Nux = 2B,!Ra;/4 = 0.508 Pr'A ( + Pr) Ra* (33) 

This is identical to the expression obtained by Squire [9] for 
temperature driven natural convection boundary layers 
provided, of course, an equivalent Grashof number (which 
hereafter will simply be referred to as a two-phase Grashof 
number) for the combined two-phase and temperature driven 
boundary layer is defined such as by equation (30e). These 
findings, however, cannot be verified directly by experimental 
data, as all experiments performed to date for two-phase 
driven boundary layers are for the case of turbulent flow, i.e., 
for Gr > 109. If, however, we can verify within the accuracy 
of the data available that a similar correspondence exists 
between the correlation for temperature driven turbulent 
boundary layers and for combined two-phase and tem­
perature driven turbulent boundary layers, then one expects 
the above findings to be valid for laminar flow as well. 

Since B{ has a negative value [1], it is clear from equations 
(30a) and (306) that internal heat generation tends to increase 
the heat-transfer coefficient by decreasing the thickness of the 
boundary layer. These findings, of course, are identical to 
those by Randall and Sesonski [8] for a temperature driven 
laminar boundary layer. 

To illustrate the effect of internal heat generation on heat 
transfer in boiling pools, we choose two examples: one is that 
of boiling stainless steel in a molten reactor fuel, and the other 
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Fig. 2 Effect of internal heat generation on Nusselt number for 
laminar flow with a = 0.1 and ATW = 24 K 

is that of heat transfer in boiling of fuel alone in a molten 
pool of mixed oxide fuel. Both of these examples are of in­
terest to transition phase analysis and PAHR in the LMFBR 
safety area. Figure 2 shows the plot of Nux/Nuov against the 
Rayleigh number, Rax, with a = 0 . 1 , ATW = 24 K, and in­
ternal heat generation q varying from 58.62 X 106 W/m3 (14 
cal/cm3) to 175.86 x 106 W/m3 (42 cal/cm3). The ratio of 
the Nusselt numbers increases both as Rax and internal heat 
generation increase. However, this trend is interrupted when 
internal heat generation is high. For example, at <? = 175.86 
x 106 W/m3 , the ratio first increases with Rax until about 
Rav = 108 and then begins to decrease with increasing Rax. 
This behavior can be understood by considering the com­
peting terms in equation (30a). Over the range of q con­
sidered, e( =e,„) varies from 2.11 X 10~3 to6.33 x 10~3 .At 
low values of e (i.e., low values of q) the second term in the 
denominator having a negative value of B[ (see equation (30c) 
and reference [1]) dominates the third term in the 
denominator having a positive value of B{ even at high values 
of Rax. However, at high values of e (i.e., high values of q) 
the third term begins to compete with the second term at very 
high values of Rav (since it only contains one-third the power 
of Rav as against one-sixth the power in the second term). 
This behavior could also be achieved even at lower values of q 
if it were possible to assume the applicability of equation (30a) 
beyond 109. For example, at e = 3.1659 x 10~3 (i.e., q = 
87.93 x 106 W/m3) and Ra* = 10", equation (30a) gives the 
value of the Nusselt number ratio as 1.122 which is 
significantly less than the value of 1.25 at Rax = 109 (see Fig. 
2). This discussion, in turn, implies that at very high Rayleigh 
numbers characteristic of turbulent flow, the effect of in­
ternal heat generation both at low and high values of q would 
be significantly less than that for laminar flow. Furthermore, 
the boundary layer for turbulent flow is considerably thicker 
than that for laminar flow and temperature profile is 
significantly steeper near the wall than for laminar flow. It is 
therefore expected that the perturbation caused by internal 
heat generation on the boundary layer thickness and the 
temperature profile for turbulent flow will be relatively less 
significant than for laminar flow. In view of these comments, 
we will not consider the effect of internal heat generation for 
the case of turbulent flow to be treated later. 

In the second example we consider the boiling of fuel with 
ATW = 544 K keeping all other parameters the same as in the 

first example. For these parameters, e ranged from 8.83 x 
10~5 to2.65 x 10~4. For these values of e, a calculation with 
equation (30a) shows that the changes in h caused by internal 
heat generation are less than 3 percent. Therefore it is not 
necessary to include the effect of internal heat generation for 
the case of fuel boiling. (The properties utilized in these two 
examples were evaluated at (T„ + Tm)/2.) Corresponding to 
Ar,v = 544 K in this example, freezing of the fuel on the wall 
will take place. However, this process is extremely slow due to 
very poor conductivity of the frozen fuel crust and therefore 
there is negligible effect on the heat transfer due to this phase 
change. On the other hand, because of this freezing 
phenomenon, the boundary condition of constant tem­
perature along the wall becomes very valid. 

An assessment of the effect of internal heat generaton in the 
experiments of Gabor et al. [3] and Greene et al. [5] was also 
made. Both of these data sets, which we will be using in the 
subsequent analysis, are in the turbulent flow regime. The 
values of e given by equation (32) are of 0(10~4), clearly 
indicating that the effect of internal heat generation was 
negligible in these experiments. It is interesting to note that 
the distance x during which the flow remains laminar in the 
illustrations considered above was less than 5 cm in both 
cases. This is very small compared to the depths of pools of 
interest. This in turn implies that the flow is turbulent over 
most of the depth of the pool. 

4 Two-Layer Model of Turbulent Boundary Layers 

The integral method utilized for laminar flow proved to be 
very successful (the error in the expression for Nusselt number 
is less than 6 percent from the exact analysis, see for example, 
reference [10]). However, this is not the case for turbulent 
flow next to a vertical surface. For example, the integral 
approach by Eckert and Jackson [11] predicts a two-fifths 
power law for the Rayleigh number in the expression for the 
Nusselt number, whereas the majority of the experimental 
data predicts a one-third power (see for example reference 
[12]). This discrepancy in their analysis arose because of the 
poor choice for the temperature profile [13]. 

An alternative approach is based on a two-layer model as in 
the case of forced flows [14]. George and Capp [15] have 
shown that the fully developed turbulent boundary layer in 
temperature driven natural convection consists of two 
regions: an outer region constituting most of the boundary 
layer in which viscous and conduction terms are negligible. 
They further identify that the inner region is a constant heat 
flux layer made up of two major subdivisions: an inner 
subregion consisting of a conductive and viscous sublayer 
existing right next to the wall in which velocity and tem­
perature profiles are cubic and linear, respectively, and an 
outer subregion existing at the outer part of the constant heat 
flux layer is referred to as the buoyant sublayer. An asymp­
totic matching in the buoyant sublayer between the inner and 
outer layers yields velocity and temperature profiles which 
show the cube root and the inverse cube root dependence of 
distance from the wall, respectively. These universal similarity 
laws, in turn, yield asymptotic heat-transfer and friction laws. 
These predictions are seen to be in excellent agreement with 
the existing experimental data. 

In the present analysis we will extend the two-layer model 
of George and Capp [15] to combined temperature and two-
phase buoyancy driven turbulent boundary layers existing 
next to the sides of boiling pools. Because of the presence of 
two-phase buoyancy forces originating outside the boundary 
layer, the majority of the scaling laws are distinctly different 
from those arrived at by George and Capp on dimensional 
grounds. We will obtain the scaling laws formally from the 
required governing equations by assuming separate similarity 
solutions for the inner and the outer layers. 
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Fig. 3 Correlation of average heat-transfer coefficient data of Gabor 
et al. [3J and Greene et al. [5] 

Scaling of Buoyancy Term. The choice of a scale for the 
buoyancy term (I3AT + a)g in equation (8) requires very 
special consideration. In the turbulent boundary layer driven 
by temperature difference alone, the inner and outer scales for 
the buoyancy term are clearly determined by the choices for 
temperature scales for the two layers. However, for the case 
of two-phase driven flows the buoyancy contribution ag being 
generated outside the boundary layer remains invariant both 
in the inner and the outer layers. Hence, for this contribution 
to survive in the momentum equations governing the inner 
and the outer layers, we must use the same scale for the two 
layers. In the inner layer, however, where most of the tem­
perature drop occurs (this follows from the analogy with the 
forced convection), it is clear that AT = 0(ATw), and hence 
(PAT + a) = 0((3ATW + 3a), where a factor of 3 for a is 
preserved by analogy with the laminar case with an aim to 
show an equivalence between the two-phase driven flows and 
those driven by thermal expansion alone. In the analysis to 
follow, we will show that AT < < ATW for the outer layer. 
Thus, so long as a > (3ATw/3, we can continue to use the 
same scale as used for the inner layer, namely, (3ATW + 3a, 
since (0AT + a) = 0((3AT„ + 3a). 

The Inner Layer. Let us assume a similarity solution of the 
form: 

u=U,f (jVA,Pr), T- Tw = T,d(y/A,Pr) (34a) 

-~uTv7 = u2
sGI(y/A,Pr), - t P T 7 = */<£,0VA,Pr) (346) 

/3AT+a= (0ATN + 3a) H, (//A,Pr) (34c) 

where/// = B„ + e,(l -6), Bu= a/(0ATw + 3a), e, = 
PATw/(fiATw + 3a). Here we have used the fact that T, = 
ATW. In the case of temperature driven boundary layers, 
George and Capp [15] have amply verified the existence of the 
above similarity solutions for temperature and velocity by 
comparing with the existing experimental data. Substituting 
equations (34) in equations (1), (8), and (3), we obtain 

A dU, 

V, ~dx ^^Lf'2-ff")--^ff" = 
dx ' /-+4-0/ U,K Ul 

i WATw + 3a)gA 
+ ^ H, (35a) 

££'-( d\ A dU,' + u,id)f^ V + 
* / 

4>i 
dx ' U, dx J"' At/, UiTi 

(35b) 

In the light of earlier discussions, we have dropped the in­
ternal heat generation term from the energy equation. Since 
molecular and turbulent diffusion (of both momentum and 
heat) terms must be retained in the inner layer, we choose 

A = \/U„iI = TIU„us = U, (36) 

For the buoyancy terms to be of the same order as the dif­
fusion terms, it is clear that 

U, = [WAT„ + 3a)gA]Vl = [WATW + 3a) g\]'A (31a) 

with 

A = \/U, = \V'/IWATW + 3a)g]M (37*) 

TI = A$I/\ = AT„ (37c) 

In the above choice for the length scale A, it is implicit that Pr 
= 0(1). In the above selection for various scales, it is clear 
that Uj, A, Tj, and $/ are not a function of x, hence equations 
(35) simplify to 

0 = P r / " ' + G / + / / / (38a) 

0 = 6"+<t>' (386) 

The integration of equation (386) together with the use of 
equation (37) yields 

l'+4>i=-

From the above equation it is clear that #/ must be chosen as 

(39) 

* / = 
pCp 

(40) 

Equations (37) imply that <£/ is a constant; therefore, the 
above choice for * 7 will be valid only if qw is constant. This 
assumption is borne out by data for boundary layers driven by 
temperature difference alone. They show that Nux ~ Ra^J 

(see for example reference [12]) which implies that h = 
Qw/(TW - T„) is independent of position x; hence, for 
constant wall temperature qw is also constant. It is thus clear 
from equation (39) that the inner layer is a constant heat flux 
layer. In the outer layer the heat flux varies from its maximum 
value qw at its inner edge to a value of zero at the outer edge. 
It then follows that the scale * 0 for the heat flux in the outer 
layer is also given by equation (40), that is, 

*o 
qw 

pcP 

(41) 

Outer Layer. For the outer layer, by analogy to the force 
convection case, we assume the similarity to be of the form: 

(u-Um)/uQ=F'(y/&), T-Ta = Ta^(y/S) (Ala) 

-7Ply=u2
TG0(y/5), - y 7 r = * 0 * o O / 5 ) (426) 

PAT+ a= ($ATW + 3a) //„<>/5) (42c) 

whereH0 = B„ - e0*, «0 = PT0/(/3ATw + 3a). The 
existence of the above similarity solutions for velocity and 
temperature have been well-demonstrated by George and 
Capp [15] for the case of thermal expansion driven boundary 
layer. The use of equations (42) in equations (1), (8), and (3) 
yields 

5 du0 , 5 dU,„ 
(F'2-FF") + -

U,„ dx U„, dx 

8 dun 

(F'-r,F") + ~F' 
u0 dx 

dx Um dx u0 dx 
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ums 
-F'" + 

Ua U,„ 
Gn' + 

(j3ATw + 3a)i 

u0U,„ 
Hn 

(43a) 
d8 

dx 

8 du. 

r 5 dT0 

lT0-di(F'+l)*-o*' 

u0 d8 

1 

FV -FV -
8 du0 

u0 dt> V*'] 

-*" + 
* n 

(436) 
Pr 5u0 uQT0 

Since by assumption the outer layer is dominated by mean 
convection, turbulent diffusion and buoyancy terms, 
equations (43) will have similarity solution (42) provided the 
coefficients on the left-hand side of each equation are con­
stants. That is 

db 

Tx=c^ 
8 

5 

vz 

dUn 

~dx 

dUj, 
dx 

8 du0 

u0 dx 

ua d8 

U,„ dx 

8 dU, 

u0 dx 

± dT0 

T0 

= C, 

•Ci 

= c< 

m _ „ 

_ L 

dx 
= c7 

(44a) 

(44b) 

(44c) 

(45a) 

(45b) 

(45c) 

(46) 

(48) 

Condition (44a) implies that 8 ~ x. We may recall that in the 
forced convection 5 ~ x°-s, implying that this condition is 
satisfied approximately. Asymptotically for large values of 
the Grashof number, one can also expect this behavior for 
natural convection flows as well. It then follows from 
equation (45b) that u0/U,„ = C$/C{. Without any loss of 
generality, we can choose 

«o = Um (47) 

In view of equation (44) and (47), it is clear that 

8 du° =h S dT° =d 
u0 d8 ' TQ d8 

where b and dare constants. Equations (48) yield 

u0=a8b,T0=c8d (49) 

where a and c are integration constants. 
Since the turbulent diffusion and buoyancy terms must also 

be retained in the outer layer, 

uT = un (50«) 

u0 = [(l3ATw + 3a)g8],/i (50b) 

u0T0 = $0=q„/pCp (50c) 

where we have substituted for $ 0 from equation (41). From 
these equations we get 

T0 = <J>0/[(l3AT„+3a)g8]'/' =qw/lpCp[WATw + 3a)g8V/> ] 

(50d) 

Comparison of equations (49) with equation (50b) and (50d) 
shows that b = '/•>, d = - Vi, a = [WATW + 3a)g]'A, c = 

$0/[(P&Tw + 3a)g]Vl. Thus the choice of scales given by 
equations (47) and (50) ensures the existence of similarity 
solution (42) provided the condition (44a) is satisfied at least 
approximately. In the limit as 8u0/v — oo, equations (43) 
become 

1 dh 

~2 ~!x 
(F' 2+2F' - 3FF" - 3r,F" + \) = Gi+H0 (51a) 

1 d8 
- — — [ ( l + F ' ) * + 37 /* '+3F* ' ] = 0o (5\b) 

It is also of interest to obtain the ratios of the inner to outer 
scales for velocity and temperature. From equations (37) and 
(50), we get 

UI/u0 = (A/8)'A (52a) 

TI/T0 = (8/A)'/2 (52b) 

5 Asymptotic Matching 

The adoption of a two-layer model has greatly simplified 
the governing equations. However, in spite of these sim­
plifications, equations (38) for the inner layer and equations 
(51) for the outer layer still cannot be solved due to lack of 
closure laws for turbulent diffusion terms. Because of strong 
coupling between the momentum and energy equations, 
traditional formulations for eddy diffusivities for momentum 
and heat transfer based on force convection flows cannot be 
extended to the case of natural convection flows. An alter­
native approach is feasible. Since turbulent boundary layers 
have all the characteristics of singular-perturbation problems 
[6, 16, 17], some specific results can be obtained by carrying 
out asymptotic matching between the inner and the outer 
layers. The asymptotic constraints imposed on the velocity 
and temperature profiles make ad-hoc assumptions on the 
relation between the Reynolds stress and the velocity gradient 
and between the turbulent heat diffusion and the temperature 
gradient unnecessary. 

In the proposed two-layer model, we sought the solution for 
the inner layer in the form given by equations (34a) and for 
the outer layer in the form given by equations (42a). However, 
as shown by Tennekes and Lumley [6], the existence of a 
matched layer or a region of overlap between the inner and 
the outer layers is possible only if the limits y* = y/A —• <x> 
and 77 = y/8 — 0 can be taken simultaneously. This, however, 
is possible since 

8 

~~A 
= C/X)2 1[W^Tw + 3a)g83/v1 

-- (PrRas)
1/3 - 00 as Ra5 or Gr6 - 00 (53) 

Consequently, the principle of asymptotic matching when 
applied to velocity and temperature gradients yields, 

lim r j * 1 / 2 / " l = l i m \r,w2F"] = ^-

lim [y*3/20'l=lim [ij2/3^'l = l<2_ 

2 

(54a) 

(54b) 

The integration of these equations gives the velocity profile as 

— = =Kly*l/2+Au(Pr) (55a) 

KI7]W2+BU (55b) 

U, [WATw + 3a)g\]i/i 

u-Um 

and the temperature profile as 

T— T 

T, 
K2(y*)-wz+AT(Pr) (56a) 
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T-T„ 
•K2V~ + BT (56b) 

These profiles show square root and inverse square root 
variation with respect to distance from the wall as against 
cube root and inverse cube root behavior for the case of 
thermal expansion driven profiles as obtained by George and 
Capp [15]. This difference arises because of difference in the 
choice of inner and outer scales which have been dictated by 
the buoyancy effect of the volume boiling outside the 
boundary layer rather than the thermal expansion. 

Requiring now that the profiles (55) and (56) themselves 
match at a given point in the overlap region, we obtain 

u0 

= X „ ( P r ) ( A ) . / 2 _ j B 

= BT(j-)v>-AT(Pv) 

(57a) 

(57b) 

In obtaining the above relations, we have made use of 
equations (52). From equations (57) it is clear that 

U„,/u0 Bu, CH~l ^4 r(Pr)as A/5—OorasRas —oo 

(58a) (586) 

Condition (47), required as one of the conditions for the 
existence of similarity solution in the outer layer, is a special 
case of the asymptotic relation (58a). From equations (57b), 
(37b), (37c), and (40), we obtain 

T, qwx ( (\/v)2n 
»jX f 

T„)Kl (Tw - Ta)K C [(pATw + 3a)gx'/v2] v2\uA 
(59) 

which yields 

Nu, = C„(Pr)Ray3 (60) 

where C'H = Pr1/3 CH. From the asymptotic relation (58Z>) it 
is clear that CH is a function of the Prandtl number only. 

Since heat-transfer coefficient h given by equation (60) is 
independent of x, Nux = Nu*, where Nux denotes the average 
of the Nusselt number over length x^ For simplicity in 
notation, we will denote Nu* by Nu and Ra* by Ra. Equation 
(60) can thus also be written as 

Nu = C / /(Pr)Ra1 (61) 

To show an equivalence between the above heat-transfer law 
and that obtained for boundary layers driven by temperature 
difference alone, we give below a very reliable empirical 
correlation obtained by Churchill and Chu [12] after a study 
of numerous sets of experimental data: 

0.15Raf3 

N U ~ [l + (0.492/Pr)9/16] l6/27 ( 6 2 ) 

where R a r = R a l ^ g . The equivalence between these laws 
will be demonstrated by the experimental data on the average 
heat-transfer coefficient for boiling pools. Figure 3 shows the 
data of Gabor et al. [3] and of Greene et al. [5] plotted as Nu 
versus Rap = Ra/fl +(0.492/Pr)9 / l 6] l 6 / 9 . These two data sets 
constitute about 94 data points which also include data points 
for inclined sides with three values, namely, 0, 15 and 30 deg, 
for the angle of inclination, 7, from the vertical direction. 
These latter data were obtained by Greene et al. Also shown in 
this figure is the plot of the expression (62) with R a r replaced 
by the "equivalent" Rayleigh number, Ra. Maintaining a 
slope of one-third on the log-log scale as predicted by ex­
pression (61), we also show in this figure the following least 
squares fit through this data. 

_ 0.16 Ra1/3 _ 1/3 
N U ~ [ l + ( 0 . 4 9 2 / P r ) 9 / 1 6 ] ^ " 0 - 1 6 R a " 

(63) 

Figure 3 clearly shows that the data are correlated very 
satisfactorily by the above expression. A comparison of two 
expressions (62) and (63) shows that these two expressions 
differ by less than 7 percent. This deviation is well within the 
accuracy of the available data [5]. In arriving at equation (63), 
we have assumed the same Prandtl number dependence of CH 

as implied in the original expression (62) by Churchill and 
Chu. Such a close agreement between the two expressions 
clearly verifies the validity of the model proposed for heat 
transfer from the sides of the volume heated boiling pools. 

6 Comparison with Previous Correlations 

In order to contrast equation (63) with the previous 
correlations, we briefly review these models. However, it will 
not be possible to present a quantitative comparison by 
showing all these correlations in the same plot because the 
dependent variables used in forming these correlations is 
different in each case. Stein et al. [2] has assumed natural and 
forced convection as two distinct cooling regimes in the 
boundary layer. Natural convection is driven by temperature 
difference alone and the heat-transfer coefficient is given by 
conventional laminar single-phase correlation. The forced 
convection regime is driven by upward free stream flow 
having velocity VB correlated empirically as VB = 40 Q°B

12 

(where QB in the vaporized energy flux in cal/sec cm2). The 
heat-transfer coefficient is then given by standard laminar 
forced convection single-phase correlation with Reynolds 
number based on free stream velocity VB. The natural con­
vection regime prevails when VB/VTC < 0.2 (where VTC 

= (gj3ATwL)W2) and the forced convection regime is dominant 
when VB/VTC > 3. Gabor et al. [3] assumed a correlation of 
the form Nu = CRe'/2, with Re = VBL/V. These authors 
arrived at two values for constant C to correlate their data. In 
the model presented by Gustavson et al. [4], it was proposed 
that heat transfer in the boundary was a mixed convection 
type with natural convection being driven by density dif­
ference between the pool and the boundary layer and the 
forced convection driven by superficial vapor velocity at the 
pool surface. These two regimes were then combined by a 
correlation of the form Y = (1 +Zn)u" (where Y = Nu/Nuw 

and Z = Nuc/Nu,v, subscript c denoting forced convection 
and N natural convection). Index n was determined by a best 
fit of their data. Green et al. [5] have proposed a correlation 
of the form: Nu = CRa"" with Ra* = god,3 Pr/p2 . They 
assigned m = 0.25, 0.40, 0.0314 and C = 1.54 to obtain best 
fit to their data. The values of these constants for the data of 
Gabor et al. [3] were slightly different. It is thus clear that 
each author has introduced several free parameters to obtain 
the best fit to their data. The present correlations on the other 
hand are entirely based on equivalence between combined 
two-phase and temperature-driven boundary layer and that 
drive by temperature difference alone. Therefore, the present 
correlations introduce no new parameters other than those 
that already exist in the standard single-phase correlations. 

7 Conclusions 

A comparison of the turbulent analysis with experimental 
data for the heat-transfer coefficient from the sides of the 
volume heated boiling pools and with the existing well known 
empirical correlation by Churchill and Chu [12] obtained for 
turbulent boundary layers driven by temperature difference 
alone confirms the validity of the proposed heat-transfer 
model (that is, heat-transfer to the sides of the boiling pool 
takes place through a single phase liquid turbulent boundary 
layer driven along these sides by the combined buoyancy 
forces of the two-phase void distribution and thermal ex­
pansion). The experimental data for boiling pools were taken 
for bubbly and churn-turbulent flow regimes with a ranging 
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from 0.03 to 0.6 and 7 from 0 to 30 deg. Any extrapolation 
beyond these data ranges is speculative and should be done 
with caution. The analysis for the laminar case shows that the 
combined two-phase and thermal expansion driven natural 
convection along the sides of the pool is characterized by 
Grashof number, Gr = (0ATW + 3a)gxi/v2. With this 
definition of Gr, both for laminar and turbulent flows, the 
analysis shows that heat-transfer law for the combined two-
phase and thermal expansion driven natural convection and 
that driven by thermal expansion alone are equivalent. 
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Latent and Sensible Heat-Transfer 
Rates in the Boiling of Binary 
Mixtures 
Nucleate pool boiling bubble departure data were obtained for the liquid nitrogen-
argon cryogenic binary mixture system at 1.3 atmospheres absolute pressure. The 
latent and sensible heat transport rates at individual boiling sites were calculated 
from the data to deduce their effect on the degradation in the boiling heat-transfer 
coefficient in binary mixtures. The latent heat-transfer rate is a result of the bubble 
evaporation mechanism and the sensible heat-transport rate is due to cyclic thermal 
boundary layer stripping by departing bubbles. The latent and sensible heat-
transport rates at individual boiling sites were found to decrease to a minimum at 
the maximum vapor-liquid mole fraction difference for both constant heat flux and 
wall superheating conditions. The large decrease in binary boiling heat-transfer 
coefficients was thus partially explained by the retardation of these two mechanisms 
and should be included in any model for predicting boiling heat-transfer coef­
ficients in binary and multicomponent mixtures. 

Introduction 

Nucleate pool boiling of binary mixtures has been a subject 
of research for a number of years. Research has been directed 
both at the overall mixture boiling heat-transfer coefficients 
and, in some cases, also the fundamental aspects of mixture 
boiling. The present study was done at the fundamental level 
to ascertain the variation in the latent and sensible heat-
transport rates with composition at individual boiling sites in 
a binary liquid mixture. The binary system of liquid nitrogen 
and liquid argon was used because of safety considerations 
and also for their simple molecular shapes. Boiling of 
cryogenic binary mixtures is of importance to both the air 
separation and LNG industries. 

Hsu and Graham [1] discussed three possible mechanisms 
which could cause the large heat-transfer coefficients in 
nucleate pool boiling. These were: (a) the bubble agitation 
mechanism, (b) the vapor-liquid exchange mechanism, and (c) 
the evaporation mechanism. The vapor-liquid exchange 
mechanism and the evaporation mechanism will be considered 
here to determine the effect a second component has on the 
sensible heat-transfer rate and the latent heat-transfer rate, 
respectively. 

Several previous studies have investigated the variation in 
bubble departure size and frequency in binary mixtures: 
Tolubinskiy and Ostrovskiy [2-4], and Valent and Afgan [5]. 
The general conclusion of these studies was that the bubble 
departure diameters decreased to a minimum in the mixtures 
at about the same composition as the absolute maximum in 
the mole fraction difference between the vapor and liquid, 
\y—x\. Van Stralen's results, summarized in [6], for boiling 
from a very thin wire supports this conclusion. 

Experimental Equipment and Techniques 

Details of the experimental pool boiling cryostat have been 
previously described elsewhere [7, 8], so only a brief summary 
is given here. 

Boiling took place on a horizontal oxygen-free, high-
conductivity (OFHC) copper disk facing upward. The 
diameter of the disk was 18 mm. Five micro-drilled cavities 
spaced 2 mm apart were made at the center ranging from 21 to 

Contributed by the Heat Transfer Division and presented at the 20th 
ASME/AIChE National Heat Transfer Conference, Milwaukee, Wisconsin, 
August 2-5, 1981, Manuscript received by the Heat Transfer Division Sep­
tember 18, 1981. Paper No. 81-HT-28. 

52 microns in dia with essentially cylindrical shapes. The 
solder joint adjoining the test surface to its support was 
carefully polished to retard spurious bubbles from forming 
and obscurring bubbles growing from the specially prepared 
sites. The growth cycles of the bubbles from the microdrilled 
cavities were recorded using a high speed cine camera 
operating from 500 to 4000 frames per s as the various bubble 
departure frequencies required. 

Measurements of the bubble departure diameters and 
frequencies from the cine films were obtained manually using 
an optical comparator at 100 x magnification and also with a 
computerized image analysis system. A description of the 
latter method has been presented elsewhere [8, 9]. The 
computerized system was ideal for measuring and storing in 
computer file large amounts of accurate bubble growth and 
departure data with relative ease and a minimum of effort. 
The estimated error in measuring the equivalent bubble 
departure diameter and frequency were 5 and 2 percent, 
respectively. 

The phase equilibrium data of Thorpe [10] for the nitrogen-
argon system were used for the investigation. A summary of 
the correlating methods for determining the thermodynamic 
and transport properties of the mixtures can be found in 
Thome [8]. Table 1 gives the relevant physical properties. 

Ultra-high-purity argon gas (99.996 percent) and high-
purity nitrogen gas (99.992 percent) were condensed into the 
test chamber to prepare the test liquids. The gases passed 
through a liquid nitrogen cold trap prior to entering the 
cryostat in order to freeze out the remaining water vapor and 
C 0 2 impurities. Using the phase equilibria data of Thorpe 
[10], the measured saturation pressure and temperature were 
utilized to determine the test liquid compositions to within 
±0.015 mole fraction. 

Experimental Bubble Departure Results 

Two types of experimental procedures were performed for 
studying bubble departure: (a) constant composition with 
varying wall superheat and (b) constant wall heat flux with 
varying composition. These were all performed during a 
single cooldown to cryogenic temperatures. The boiling 
curves can be found in Thome [8]. 

The vapor generation rate at an individual boiling site is the 
product of the bubble departure volume, Vd, and the bubble 
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Table 1 Physical properties of Nitrogen-Argon at 1.3 Atm 
X 
(N2) 

0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

y 
(N2) 

0.000 
0.265 
0.438 
0.570 
0.668 
0.748 
0.813 
0.865 
0.912 
0.958 
1.000 

^sat 

(K) 
89.90 
87.94 
86.35 
85.05 
83.96 
83.03 
82.23 
81.53 
80.87 
80.23 
79.63 

PL , 

(kg/m3) 
1375 
1311 
1248 
1187 
1126 • 
1067 
1009 
953 
899 
846 
796 

Pv , 

(kg/m3) 
7.35 
7.46 
7.32 
7.15 
6.95 
6.76 
6.58 
6.39 
6.22 
6.05 
5.88 

(k$kg) 

161 
165 
168 
171 
175 
178 
181 
184 
188 
192 
196 

(kJ/kgK) 

1.14 
1.18 
1.23 
1.29 
1.36 
1.44 
1.53 
1.64 
1.77 
1.91 
2.08 

kL 
(W/mK) 
0.121 
0.123 
0.124 
0.125 
0.126 
0.127 
0.128 
0.128 
0.129 
0.130 
0.131 

a 
(dyn/cm) 

11.88 
11.59 
11.30 
11.02 
10.72 
10.42 
10.09 
9.72 
9.32 
8.87 
8.36 

0 1 

(Q) 

2 3 
AT(K) 

4 0 1 
(b) 

2 3 
AT(K) 

Fig. 1 Variation in vapor generation rate at a boiling site with wall 
superheat at 1.3 atmospheres pressure: (a) nitrogen, (b) argon, (c) 84 
percent mole fraction nitrogen, (d) 68 percent mole fraction nitrogen. 
Legend: x site 1, 52 ^m dia; • site 2, 49 pm; • site 3, 40 j«m; + site 4, 46 
iim; o site 5,21 /im; A natural sites. 

Nomenclature 
cp = liquid specific heat qh, = 

Dd = bubble departure diameter 
/ = bubble departure frequency TSM = 
h = heat-transfer coefficient T„ = 

hfg = heat of vaporization A r = 
kL = liquid thermal conductivity Vd = 

qc = sensible heat-transport rate at x = 
a boiling site y 

IOO 

Fig. 2 Variation in vapor generation rate at a boiling site with com­
position at 1.3 atmospheres pressure and at three heat flux levels: (a) 
4.3 kW/m2, (b) 2.1 kW/m2, (c) 1.2 kW/m2. Legend: same as in Fig. 1. The 
dash/dot/dash line in (b) is the theoretical prediction of Thome (IV-

latent heat-transport rate at a 
boiling site 

= saturation temperature 
= wall temperature 
= Tw — TSM, wall superheat 
= bubble departure volume 
= liquid mole fraction 
= vapor mole fraction 

pL = liquid density 
p„ = vapor density 

Subscripts 
/ = ideal 
1 = volatile component 
2 = nonvolatile component 
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departure frequency, / . Since the bubble departure volume 
and frequency tend to vary from one bubble to the next, a 
sequence of bubble departures was measured at each site and 
then an average bubble for that site was determined. 

The results for the variation of the vapor generation rate, 
Vdf, at individual boiling sites with wall superheat, AT, are 
shown in Fig. 1. The rate of vapor production is seen to in­
crease substantially with a fair amount of scatter among the 
various boiling sites. The two mixtures with 68 percent and 84 
percent nitrogen mole fractions demonstrated this increase in 
VJ with superheat with about the same slope as the single 
components nitrogen and argon. No general trend with 
respect to cavity diameter was noted. Several natural sites, 
which happened to be in focus and measurable, have values 
similar to the values for the artificially made sites. This 
justifies the usage of artificial sites. 

The experimental bubble departure data in Fig. 1(a) 
compare very favorably with the bubble departure diameters 
reported by Grigoryev [11] and with the departure diameters 
and frequencies given by Verkin [12] and Bland [13] for pure 
liquid nitrogen. No other data appears to be available for 
liquid argon. 

The change in the vaporization rate at a boiling site with 
composition is shown in Fig. 2 for three different heat flux 
levels. The intermediate heat flux of 2.1 kW/m2 was the one 
where filming was most successful and hence has the widest 
range of compositions represented. A definite minimum in the 
vaporization rate is demonstrated at the heat flux of 2.1 
kW/m2 . This minimum corresponds fairly closely to the 
maximum in \y —x\ at 33 percent N2 shown in Fig. 3 for the 
nitrogen-argon system at 1.3 atmospheres pressure. These 
same minima in Vdf are found by combining the bubble 
departure data of Tolubinskiy and Ostrovskiy [3] for the 
systems: ethanol-water, ethanol-butanol, ethanol-benzene, 
and methanol-water. 

The vaporization rate, Vdf, can be estimated theoretically 
using the bubble departure diameter and frequency equations 
for binary liquids of Thome [14]. Using a bubble base dia of 
50 /xm and assuming that the contact angle is 5 deg and that 
the bubble waiting time is equal to the bubble growth time, the 
predicted evaporation rate is compared to the 2.1 kW/m2 

heat-flux data in Figure 2(d). Quantitatively, the predicted 
values are about 50 percent low. But, if the contact angle 
(which is only known to be small for cryogens) was instead 
guessed to be 10 deg, the resulting prediction would be quite 
satisfactory. Also, from a limited number of values deduced 
from the raw data in the Appendix in Thome [8], the bubble 
waiting time in the mixtures tends to be about twice the bubble 
growth time while for pure nitrogen and pure argon they are 
of roughly the same duration. Including this phenomena, the 
theory would predict a more profound minimum than shown 
in Fig. 2(b) and hence yield better qualitative agreement with 
the data. In summary, the Thome theory is qualitatively 
correct but better values for the variation in waiting time and 
contact angle with composition are needed to do a more 
rigorous test (the theories presented in [1] for predicting the 
waiting times were not at all successful). 

Latent Heat-Transport Rate at a Boiling Site. The latent 
heat transport rate at an individual boiling site is determined 
approximately as 

Qhjg=PvhfeVdf (1) 

For a bubble growing in a saturated single component liquid 
this gives a fairly accurate indication of the latent heat-
transport rate. For a bubble growing at a heated wall in a 
saturated binary mixture, however, there will probably be a 
slight amount of the nonvolatile component condensing at the 
top of the bubble. As is well known, the binary liquid at the 
base of the growing bubble is partially stripped of the volatile 

100 

Fig. 3 Vapor-liquid mole fraction difference versus liquid mole 
fraction of nitrogen for nitrogen-argon system at 1.3 atmospheres 

(O 
2 3 4 " "O I 2 3 

AT(K) * d * AT(K) 
Fig. 4 Change in sensible heat-transport rate at a boiling site with 
wall superheat: (a) nitrogen, (b) argon, (c) 84 percent nitrogen, (d) 68 
percent nitrogen 

component (nitrogen) since the vapor mole fraction, y, is 
greater than the liquid mole fraction, x. Consequently, the 
local liquid mole fraction at the base of the bubble becomes 
richer in the nonvolatile component (argon) and more argon is 
vaporized. However, the top of the bubble is still in contact 
with the bulk liquid, so the top of the bubble is supersaturated 
with respect to the nonvolatile component, of which the excess 
then will tend to condense out. For example, a change in the 
local saturation temperature of the order of 0.3 °C 
corresponds to a super-saturation of about 3 percent argon in 
the bubble. If all of this were to condense out, the error in the 
departure volume would also be on the order of 3 percent, 
which is within the estimated experimental error in deter­
mining Vd. The latent heat-transport rate can still be 
estimated from equation (1) keeping the above qualification 
in mind. 

Sensible Heat-Transport Rate at a Boiling Site. A number 
of years ago Forester and Greif [15] proposed a nucleate pool 

476/Vol. 104, AUGUST 1982 Transactions of the ASME 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



I q . (mw) 
"4 

\ s\ - A 
\\ 
• \ ¥ VV 

* V 
s ^ 

\ 

' I 

X 

• 

'^^ 4 ^ 

Xfe ~jtT 
^3^?™ ^ I E ^ - " ^ » 

1 1 1 —1 I . . -

1 

/ / / 

• 

' 1 

20 4 0 60 8 0 100 

N„ 
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Fig. 6 
the mixtures: 

Variation in the sensible heat-transport rate at a boiling si! 
lures: (a) constant heat fluxes of 1.2 kW/m2(x), 2.1 kW/mz(»), 

site in 
and 

4.3 kW7m'( +) , (b) constant wall superheats of 2.0 K(x), 3.1 K(«), and 3.75 
K( +). The dash/dot/dash line is the theoretical prediction of Thome. 

boiling model for single component liquids based on the 
vapor-liquid exchange mechanism. They surmized that the 
thermal boundary layer is cyclically stripped from the heated 
surface by departing bubbles. They argued that the enthalpy 
stored in the thermal boundary layer and carried away by a 
departing bubble is the principal heat-transfer mechanism in 
boiling. Later, Mikic and Rohsenow [16] developed a similar 
model and a correlating equation based on this mechanism. 
Thome [14] has recently extended their model to the nucleate 
pool boiling of binary mixtures with good agreement to four 
sets of published boiling data. Basically, the simple model 
assumes that the volume of hot liquid removed is twice the 
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Fig. 7 Comparison of the ratios of the heat-transport rates (x) at an 
average individual boiling site to the ratio of the overall heat-transfer 
coefficients (•) for the nitrogen-argon system with a constant wall 
superheat of 3.1 K: (a) latent heat-transport ratio, (b) sensible heat-
transport ratio. 

bubble departure diameter in diameter and as thick as the 
thermal boundary layer. The bubble departure time is used as 
the characteristic time in calculating the boundary layer 
thickness from one-dimensional heat conduction to a 
semiinfinite body. If the average temperature in the boundary 
layer is also assumed to be (A772), then the resulting ex­
pression for the sensible heat transport rate at a boiling site is: 

1 3 
p 2 

Hp^k^^DlAT (2) 

Variation in Latent and Sensible Heat-Transport Rates with 
Wall Superheat. Using the nitrogen-argon bubble departure 
diameters and frequencies, equations (1) and (2) have been 
evaluated to determine the effect of wall superheat on the 
latent and sensible heat-transport rates. For the latent heat-
transport rates, it is quite evident that these increase exactly 
the same as VJ versus AITin Fig. 1, but with a multiplying 
factor of pvhjg. The multiplying factors pvhfg for the four 
cases are: (a) 1.15 mJ/mm3, Nitrogen; (6) 1.18, Argon; (c) 
1.17, 84 percent N2; and (rf) 1.19, 68 percent N2. The overall 
wall heat fluxes increased about three and a half times from 
the superheat of about 1.8°C to the highest value on each 
graph in Fig. 1, and the increases in the latent heat-transport 
rates are of the same order. 

For the sensible heat-transport rates, their variations with 
wall superheat are shown in Fig. 4. The sensible heat transport 
rates increased with roughly the same slope for all four 
compositions. 

Variation in Latent and Sensible Heat-Transport Rates with 
Composition. A large decrease in the latent heat-transport 
rates in the mixtures compared to the two single component 
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liquids is demonstrated in Fig. 5. The solid curve is the best fit 
to the data for a constant wall heat flux of 2.1 kW/m2 . Since 
the latent heat-transport rate was shown earlier to be a strong 
function of wall superheat, the data have been interpolated to 
a wall superheat of 3. IK to illustrate the effect of composition 
alone. This is depicted by the dashed line. A large decrease 
with a minimum in the neighborhood of the maximum in \y — 
x\ is again found. 

The Thome theory [14] is shown to qualitatively describe 
the data in Fig. 5 with the previous comments also applying 
here. 

The variation in the sensible heat-transport rate at three 
constant heat flux levels is depicted in Fig. 6(a). As the sen­
sible heat-transport rates in Fig. 6(a) are also dependent on 
wall superheat, the data have again been interpolated to 
constant wall superheats of 2.0, 3.1, and 3.75 K as shown in 
Fig. 6(b). Thus, a significant decrease in the rate of sensible 
heat-transport rate in binary mixtures compared to the two 
single component liquids is evident. 

The qualitative agreement between theory and experiment 
is again evident in Fig. 6(a). Quantitative agreement could be 
enhanced by using a larger contact angle. The slight maximum 
in qc at 70 percent N2 predicted theoretically is the result of 
the rise in AT here compared to 100 percent N2 , using the 
boiling curves in [8] for evaluating equation (2) as was done 
with the other computations. 

Comparison to the Variation in the Overall Heat-Transfer 
Coefficient with Composition. A simple way to compare the 
change in the boiling heat-transfer coefficient for the whole 
heated surface to the variation in the latent and sensible heat-
transport rates at an individual boiling site is to define the 
ideal values as 

1 x, x2 

^ + ^ ( 3 ) 

{Qhfg ) / = * i (Qi,fg ) I +x2(9hfg ) 2 (4) 

( % ) / = * i (qCp ) I + x2(qCp ) 2 (5) 

where xt and x2 are the mole fractions of the single com­
ponents one and two in the mixture. Then the ratios of h/hh 

Qhfg/(.Qhfg)i> and gCp/(Qcp)i can be compared by plotting 
them versus the vapor-liquid composition difference, {y —x). 

Figure 7(a) shows the comparison between the heat-transfer 
coefficient ratio and the latent heat-transport ratio. Figure 
1(b) depicts the comparison of the heat-transfer coefficient 
ratio to the sensible heat-transport ratio. These comparisons 
were made at a constant wall superheat of 3.IK to isolate the 
effect of composition. The general trend is a decrease in the 
sensible and latent heat-transport rates compared to the ideal 
mixture values, which is matched by a similar decrease in the 
heat-transfer coefficient. Thus the effect of mass diffusion 
controlled bubble growth in a binary mixture is to retard the 
basic heat-transport mechanisms which in turn reduces the 
heat-transfer coefficient. A factor not explicitly included 
here, of course, is the effect of the variation in the boiling site 
density with composition. 

Summary 

The following conclusions were reached: 
1 The vapor generation rate at an individual boiling site 

(a) increases with superheat in single and two-component 
liquids and (b) decreases to a minimum in the mixtures at the 
absolute maximum in the vapor-liquid mole fraction dif­
ference. 

2 The latent and sensible heat-transport rates at an in­
dividual boiling site (a) increase with superheat in single and 
two-component liquids and (b) decrease to a minimum in the 
mixtures at the maximum in \y—x\. 

3 The decrease in the boiling heat-transfer coefficient in 
binary mixtures can be partially explained by the decrease in 
the latent and sensible heat transport rates in binary mixtures. 

Acknowledgment 

The author performed the experimental studies while at the 
Cryogenics Laboratory, Department of Engineering Science, 
University of Oxford with the support of the British Science 
Research Council and the Heat Transfer-Fluid Flow Service 
of AERE, Harwell, England. The author also wishes to 
acknowledge the support of the National Science Foundation 
during the analysis of the experimental work. 

References 

1 Hsu, Y. Y., and Graham, R. W., Transport Processes in Boiling and 
Two-Phase Systems, McGraw-Hill, Washington, 1976. 

2 Tolubinskiy, V., Ostrovskiy, Y. N., and Kriveshko, A. A., "Heat 
Transfer to Boiling Water-Glycerine Mixtures," Heat Transfer—Soviet 
Research, Vol. 2, No. 1,1970, pp. 22-24. 

3 Tolubinskiy, V. I., and Ostrovskiy, Y. N., "Mechanism for Heat 
Transfer in Boiling of Binary Mixtures, "Heal Transfer—Soviet Research, Vol. 
l ,No . 6, 1969, pp. 6-11. 

4 Tolubinskiy, V. I., and Ostrovskiy, Y. N., "On the Mechanisms of 
Boiling Heat Transfer," International Journal of Heat and Mass Transfer, Vol. 
9, 1966, pp.1463-1470. 

5 Valent, V., and Afgan, N., "Bubble Growth Rate and Boiling Heat 
Transfer in Pool Boiling of Ethylalcohol-Water Mixtures," Warme-und 
Sloffubertragung, Vol. 6, 1973, pp. 235-240. 

6 VanStralen, S. J. D. and Cole, R., Boiling Phenomena, Vol. 1, McGraw-
Hill, New York, 1979. 

7 Thome, J. R., and Bald, W. B., "Nucleate Pool Boiling in Cryogenic 
Binary Mixtures," Proceedings of the Seventh International Cryogenic 
Engineering Conference, IPC Science and Technology Press, London, July 
1978, pp. 523-530. 

8 Thome, J. R., "Bubble Growth and Nucleate Pool Boiling in Liquid 
Nitrogen, Argon, and Their Mixtures," D. Phil thesis, University of Oxford, 
1978. 

9 Preston, G., Thome, J. R., Bald, W. B., and Davey, G., "The 
Measurement of Growing Bubbles on a Heated Surface Using a Computerized 
Image Analysis System," International Journal of Heat and Mass Transfer, 
Vol. 22, 1978, pp. 1457-1459. 

10 Thorpe, P. L., "Liquid-Vapour Equilibrium of the System Nitrogen-
Argon at Pressures up to Ten Atmospheres," Trans. Faraday Soc, Vol. 64, 
1968, pp. 2273-2280. 

11 Grigoryev, V. A., Pavlov, Yu. M., Ametistov, E. V., and Klimenko, A. 
V., "Investigation of the Growth Rate of Vapor Bubbles in the Boiling of 
Cryogenic Fluids," Heat Transfer—Soviet Research, Vol. 7, No. 5, 1975, pp. 
135-138. 

12 Verkin, B. I., and Kirichenko, Yu. A., "Soviet Investigations on Pool 
Boiling of Cryogenic Liquids," Proceedings of the Seventh International 
Cryogenic Engineering Conference, IPC Science and Technology Press, 
London, July 1978, pp. 505-522. 

13 Bland, M. E., "Bubble Nucleation in Cryogenic Fluids," D. Phil, thesis, 
University of Oxford, 1970. 

14 Thome, J. R., "Nucleate Pool Boiling of Binary Liquids—An Analytical 
Equation," AIChE Symposium Series, No. 208, Vol. 77, 1981, pp. 238-250. 

15 Forster, D. E., and Greif, R., "Heat Transfer to a Boiling Liquid: 
Mechanism and Correlations," ASME JOURNAL OF HEAT TRANSFER, Vol. 81C, 
No. 1,1959, pp. 43-46. 

16 Mikic, B. B., and Rohsenow, W. M., "A New Correlation of Pool-
Boiling Data Including the Effect of Heating Surface Characteristics," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 81, 1969, pp. 245-250. 

478/Vol. 104, AUGUST 1982 Transactions of the ASME 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



D. Bharathan1 

Assoc. Mem. ASME 

G. B.Wallis 
Mem. ASME 

H. J. Richter 
Mem. ASME 

Thayer School of Engineering, 
Darmouth College, 

Hanover, N.H. 03755 

Lower Plenum folding 
One of the phenomena involved in a loss-of-coolant accident in a pressurized water 
reactor may be lower plenum voiding. This might occur during the blowdown phase 
after a cold-leg break in the primary coolant circuit. Steam generated in the reactor 
core may flow out of the bottom of the reactor core, turn in the lower plenum of the 
vessel, in a direction counter-current to the emergency core coolant flow, and escape 
via the break. If its velocity is high enough, this steam may sweep water from the 
bottom (lower plenum) of the reactor vessel. Emergency coolant added to the 
vessel may also be carried out by the escaping steam and thus the reflooding of the 
core would be delayed. This paper describes a study of two-phase hydrodynamics 
associated with lower plenum voiding. Several geometrical configurations were 
tested at three different scales, using air to simulate the steam. Comparisons were 
made with data obtained by other researchers. 

Introduction 

A hypothetical double-ended break on one of the coolant 
supply lines in a nuclear pressurized water reactor (PWR) has 
been regarded as one of the most serious accidents that could 
occur. Therefore, this loss-of-coolant accident (LOCA) has 
received considerable attention from reactor vendors and 
government regulatory agencies. For a detailed description of 
water delivery during a LOCA, see Block and Schrock [1], 

One of the phenomena involved in the LOCA is lower 
plenum voiding (LPV) when excess steam generated in a 
reactor core flows through the bottom of the reactor vessel in 
a direction countercurrent to normal coolant flow and escapes 
via the broken coolant line and, in this process, empties, 
partially or wholly, the coolant from the bottom of the 
reactor vessel. When LPV is in progress, any coolant added to 
the reactor core by an emergency coolant injection system 
may be carried out by the escaping steam and thus made 
ineffective towards recovering the core. 

During coolant injection, many processes such as limitation 
of water flow countercurrent to steam in the annulus or 
complete bypass of water, and quenching of superheated 
walls might occur concurrently with lower plenum voiding. 
The voiding behavior might limit the water inventory in the 
vessel at certain times. While the voiding phenomenon has 
been identified as important following a postulated LOCA, 
the physical mechanism underlying the process has yet to be 
systematically explored to obtain an adequate quantitative 
description. 

The objective of the present effort was to examine the 
hydrodynamics associated with lower plenum voiding. 
Therefore, only experiments with air and water as the working 
media in simple cylindrical geometries were conducted. 
Transparent vessels were used to permit visual observation of 
the voiding process. Three different vessel sizes were tested to 
study the effect of vessel scale on the voiding behavior. 
Within a small range, other parameters such as the annulus 
gap, the core-exit diameter, and the lower plenum length were 
varied to illustrate their influences on LPV. Voiding in 
simulated PWRs with hemispherical lower plena was also 
studied. The influence of varied gas liquid surface tension on 
voiding was illustrated by testing with air and methanol. 

Besides reporting new data, this paper presents com­
prehensive comparisons of steam-water and air-water voiding 
data obtained at various facilities. A simple theory based on a 
criterion for instability of the horizontal gas-liquid interface is 
developed and shown to capture the data trend reasonably 
well. 

Modification of the theory by a single coefficient provides a 
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Fig. 1 Schematic diagram of the experimental apparatus 

correlation of the behavior of PWR-like geometries; suitable 
values of this coefficient can be chosen to provide upper and 
lower bounds to the data. 

Background. Early LPV data have come from various 
researchers as byproducts of tests exploring other 
phenomena. Brief discussions of the early works and first 
tests may be found in the paper by Crowley and Rothe [3]. 
Graham [4] tested LPV in a 1/30 scale vessel with different 
core inlet areas. Detailed studies of LPV were carried out by 
Crowley and Block [2]. These studies include parametric 
variations of core inlet open area, vessel diameter, annulus 
gap size, downcomer length, and lower plenum water in­
jection rate. The voided height is measured as a function of 
these parameters and the gas flow from the core. 

Apparatus. Two different geometries for the apparatus 
were used in the experiments. One of them consists of a 
vertical outer cylindrical vessel and a concentric core as shown 
in Fig. 1. Air flowing downward through the central core 
impinges on the water surface in the lower plenum and, in this 
process, carries some water upward through the annulus, 
which is open at the top. 

To simulate restrictions due to tie-plates in the core, an 
orifice plate at the lower end of the core was introduced in 
some of the tests. 
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Fig. 2 Sketch of simulated reactor vessel geometry 

The important geometric parameters of the apparatus 
include outer vessel diameter, Dv, inner core diameter, Dc, 
core exit diameter, dc, annulus gap, s, length of the annulus 
/„, and the length of the lower plenum lp. 

The second series of experiments was conducted with a 
second apparatus incorporating a hemispherical lower plenum 
with simulated lower plenum hardware of existing PWRs. A 
sketch of this apparatus for these experiments is shown in Fig. 
2. In addition, tests were conducted with two different orifices 
fitted at the bottom of the core. 

Description of the Voiding Process. During the tests, the 
plenum is first filled with water to the core level. The blower is 
turned on and the air flow through the core is set at a desired 
value. Water is carried out from the plenum and expelled in 
spurts by the air flow. After a sufficiently long waiting period 
when only insignificant amounts of water are thrown out, the 
air flow is turned off and the voided height is recorded. The 
waiting period may be as long as 20 min in certain ranges of 
air flow. 

h/d„ 

Fig. 3 Typical voided height variation with jgc" 
regions of operation 

indicating three 

A typical variation of voiding data is shown in Fig. 3. The 
water level depression h/dc is plotted as a function of non-
dimensional core air flux defined as: 

J* 
Pg 

J* L (Pf-Pg)gdc 

_Ql _*dc
2 

Jgc~Ac'
 c~ 4 

For certain geometries (e.g., multiple holes), dc is replaced by 
the core inner diameter Dc as the reference dimension. 

Three regions of lower plenum voiding may be identified 
(see Fig. 3). For low air flows in region (a), water is rapidly 
expelled from the plenum as the air flow is turned on. The 
equilibrium water level is almost horizontal with a possible 
standing protrusion near the annulus as shown in inset (a). 
For somewhat higher air flows, water begins sloshing in bulk 
in the plenum. Air entrains the water at the crests of the 
sloshing waves near the vessel wall and expels it in spurts. The 
sloshing oscillations are gradually built up over 2 or 3 min, 
intermittently. Long periods (of the order of 20 min) are 
required before the water level reaches equilibrium at which 
time an insignificant amount of water is carried out in spurts. 
The voided height increases three- or four-fold in this range of 
air flow referred to as the transition range in later discussions. 
During transition, typical water surface oscillations are in­
dicated in inset (b). For even higher air flows, the transition 
occurs somewhat quicker; but the rate of change in the voided 
height with respect to air flows are, once again, comparable to 
those in the lower range of air flows before transition. The 

Dc 
Dv 

dc 

g 
h 

h, 
hi 

Jgc 

= core inner diameter 
= vessel diameter 
= equivalent core exit diameter 
= gravitational acceleration 
= voided height below core 

bottom 
= height of the separation bubble 
= h-hs 
= core gas flux 

j g c * = nondimensional core gas flux 
/„ = annulus length 
lp = lower plenum length 

pg = static pressure in the gas 
Pf — static pressure in the liquid 
p0 = stagnation pressure 
Rv = vessel radius 

r = radial distance of static 
pressure tap 

5 = annulus gap width 
vc = average velocity at core exit 

orifice 
vs = core gas velocity 
x = fractional height of the 

separation bubble 
(3 = fractional height of the stand­

ing wave 
Pf = liquid density 
pg = gas density 
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water surface at equilibrium is observed to be nearly 
horizontal as shown in inset (c). 

At low air flow rates in region (a) and again at high air flow 
rates in region (c), the variation of voided height with air flow 
appears to follow similar trends, suggesting that the 
mechanism of water entrainment may be the same in either 
region. However, at high air flow rates the jet issuing from the 
core must form a large toroidal separation region. The 
presence of such a separation region increases the effective air 
velocity at the air-water interface, resulting in increased 
entrainment. For air flows in the intermediate region, the 
transition and the bulk liquid sloshing may be the result of 
this separation. 

Analytical Considerations. The effects of only a few 
important geometric parameters over ranges relevant to real 
reactors are considered in this study (see Fig. 1). For cores 
without and with a single hole orifice, the core exit diameter 
dc is used as the reference length, since it is the appropriate 
dimension to represent the impinging air momentum flux. For 
cores with orifices containing multiple holes, the core inner 
diameter Dc has been used as the reference dimension in 
presenting the voiding data. 

Over the range of Dv/Dc and s/dc tested, both the vessel 
size and the gap width appear to have minor influence on the 
present results. In steam-water flows, Crowley and Rothe 
[3] found that the length of the annulus laldc influences the 
voiding insignificantly. The lower plenum length lpldc ap­
pears to affect the voiding behavior, however, only in the 
transition regime. Another parameter of importance is the 
ratio of core exit diameter to the core diameter dc/Dc. Hence, 
the voiding level can be approximated simply as: 

h/d<<l?/t->**) (1) 

The influences of dc/Dc and lp/dc are illustrated in later 
sections. 

In the case of simulated reactor hardware, the variation in 
lower plenum length lp/dc is small and thus the influence of lp 

on LPV may be considered insignificant, resulting in further 
simplified representation of the voided height as: 

h/dc=f(^;jgc*) (2) 

In addition to the geometric parameters included in equations 
(1) and (2), other fluid properties such as the viscosity of each 
phase and interfacial surface tension may play important 
roles in determining the equilibrium voiding level. 

Theory. Consider a uniform steady-state flow of air 
impinging on an initially level liquid surface as shown in Fig. 
4. For low air flows, such as in region (a) of Fig. 3, 
axisymmetric standing waves appear on the interface due to 
static pressure variations in the jet. Air offers maximum 
suction at the outer edge of the core where the water is 
assumed to be picked up. Let h be the separation distance 
between the bottom of the core and the water surface level at 
the center line. Also let fih (0 < /3 < 1) be the maximum water 
surface protrusion of the standing wave height. 

Assuming an incompressible, frictionless flow on the 
surface with no separation, using Bernoulli's equation, the 
static pressure in the gas pg may be related to the axial stream 
velocity vc and the stagnation pressurepo as: 

Po -pe = VlP*V44h(f^B)] +mP*g (3) 
.4/!( l - /3) 

The static pressure in the liquidPf is: 

p0-Pf = PfgPh (4) 

The equilibrium wave protrusion /3 is obtained by solving (3) 
and (4) simultaneously. At a given voided height h/dc, 

Fig. 4 Idealized jet impingement on a horizontal liquid surface 
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Fig. 5 Simultaneous solution of equations (3) and (4) 

equations (3) and (4) can be plotted as functions of vc and /?, 
as shown in Fig. 5. 

At sufficiently low vc, equations (3) and (4) intersect at two 
points yielding two different solutions for j3 denoted by /3i 
and j32. However, simple stability considerations based on 
small perturbations on the wave height indicate that the wave 
is stable at (5 = fi{ and unstable at iS = /32. As vc is increased 
further, at a critical value vc = vcritical' the two solutions merge 
to yield one solution 18 = j3criticai. Any disturbance on the wave 
height at this point will tend to restore the wave height back to 
the critical value. 

For vc > f criticai'> equations (3) and (4) do not intersect 
within the range 0 < P < 1, and thus do not yield a solution for 
the wave protrusion at the given h/dc. However, since the 
suction due to air flow is greater than the hydrostatic pressure 
due to the wave height, water will be continually entrained 
until hldc reaches a large enough value to achieve the critical 
conditions. At the critical condition, it can be readily shown 
that /3crjtiCai = 1/3. 

Now, equations (3) and (4) can be combined as: 
2 r d - 1 3 1 

,3=1/32 
PgVc 

(Pf-Pg)sdc m (1-/3)2 

or 

0=1/32./,, r-r-
L h J ( i 

1 
(1-/3)2 

Introducing the critical value for |3, one obtains: 

l/32/„c
 l -i-'-"[£]- 4/27 

(5) 

(6) 

(7) 

Therefore, when equilibrium is reached, the voided height h is 
related to the gas flux as: 

(£)- 0.595y, (8) 

Though equation (8) results from simplified assumptions, it is 
found to capture the trend of data in the region (a) in most 
circumstances as will be shown in later sections. 
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For somewhat higher air flows in the region (b), the voided 
height h/dc increases more rapidly withygc . This transition 
appears to result from an emerging separation region at the 
core exit and the accompanying bulk sloshing of the liquid in 
the lower plenum. A separate set of single phase flow ex­
periments to test this hypothesis was conducted. 

Water was introduced through the core and allowed to flow 
into the lower plenum and exit upward through the annulus. 
A series of static pressure taps was provided on the flat 
bottom surface of the lower plenum at various radial 
locations. Static pressure variations were measured at various 
water flow rates as a function of separation distance h be­
tween the core-exit orifice and the vessel bottom. 

At low h/dc, stable pressure readings were obtained. As 
h/dc increased, the fluctuations in the pressure reading in­
creased. For large h/dc ( >0.8), the emerging jet from the core 
was very unstable. Water was observed to exit from the an­
nulus in spurts randomly at different radial locations. This 
instability could be caused by an incipient separation region 
around the core exit. For even larger h/dc, pressure 
measurements could not be obtained due to large fluctuations 
exceeding the magnitude of the desired average reading. 

Based on the pressure measurements, the tangential water 
velocities at the botom surface were deduced at various radial 
locations r/Rv and are plotted as the ratio u/vc, where vc is 

REGION (a) 
LOW AIR FLOWS 

REGION (c) 
HIGH AIR FLOWS 

Fig. 8 Flow patterns at low and high air flows 

T 

2 . 0 

h / d . 

Fig. 9 Comparison of transition region data with prediction to include 
effects of separated region: — equation (8) modified by using V m a x 

from Fig. 7 

the average velocity at the core-exit orifice for various 
separation distances h/dc in Fig. 6. At any h/dc, the 
tangential velocity attains a maximum at r/R„ —0.6 to 0.7. 

A cross plot of the maximum v/vc as a function of h/dc is 
shown in Fig. 7. The maximum velocity decreases 
monotonically with increasing h/dc. Calculated maximum 
values of v/vc, assuming a uniform radial flow below the 
core, are also shown in this Figure. For h/dc>0.\, the 
measured velocities are greater, than the calculated values, 
indicating a separated flow emerging from the core, as 
sketched in Fig. 8. 

A similar variation of the maximum tangential velocity may 
be assumed to occur in the case of air flow through the core. 
If the water entrainment occurs at a certain air velocity over 
the interface, then at a given core gas flux, the equilibrium 
voided height h/dc would be greater than predicted by 
equation (8). 

The increase in tangential surface velocity can be related to 
an increase in voided height by a corresponding ratio. Thus 
the voided height variation, which includes the effect of the 
separation region, is shown in Fig. 9. For comparison, the 
measured voided height in the same apparatus is also shown. 
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During the transition the measurements generally follow the 
trend predicted by equation (8), taking into account the in­
creased velocity at the interface resulting from separation of 
the air jet issuing from the core. 

For even higher air flows, i.e., past the transition in region 
(c), the voided height hldc once again varies more gradually 
with j g c , similar to region (a). It is surmised that the en-
trainment mechanism may be the same in regions (c) and (a), 
except for the presence of a separation bubble at high air 
flows as shown in Fig. 8. 

Assuming that the separation bubble in region (c) extends 
axially over a fraction x of the total voided height h, i.e., 
hs=xh, and that the flow in the axial length Aj is similar to 
the flow in region (a), the total voided height h/dc in region 
(c) can be related tojgc as: 

h /d 

2.0 

I.O 

0 .5 

h/dc = 
0.595 

-J i 
*2/3 (9) 

d-x)Jsc 

In most tests, the data in the region (c) turn out to be four to 
five times greater than in region (a) indicating that x lies in the 
range 0.75 <x<0.8. 

Results and Discussion 

Flat Bottom Vessels. The experimental results of this 
study and the comparison with other data is condensed in 
Figs. 10 and 11. The symbols are illustrated in Tables 2 and 3. 
The voided height variation with core air flow for the 29-cm 
vessel is shown. Data for three different annulus gaps 
s/dc=0.045, 0.076, and 0.104 are included. Each data set 
exhibits a transition atjgc =0.4. The effect of annulus gap is 
obscured by the scatter in the data, except in the transition 
regime. For the range of s/dc tested, lower plenum voiding is 
generally not influenced by the gap width. The data in the 
region (a) compare well with equation (8). The trend of h/dc 

in the region (c) is approximately four times equation (8). 
For the 29-cm vessel with an annulus gap width of 5= 1.9 

cm, the effect of a 15.3-cm dia orifice introduced at the core 
exit is shown in Fig. 11. At lowy'^ values, the h/dc data with 
and without the orifice merge together and fall along equation 
(8). However, with the orifice, the transition occurs at a lower 
j g c . Above the transition, the hldc data with the orifice lie 
along a line approximately six times the prediction from 
equation (8). 
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Fig. 12 Effect of lower plenum length on voided height in a 19-cm 
vessel: o lp = 43 cm; v lp = 32 cm; • /p = 19 cm 

Similar voided height data for the 19-cm vessel are shown in 
Fig. 12. Data for three different lower plenum lengths 
lp/dc=0.99, 1.68, and 2.25 are included. At low lp/dc, no 
transition occurred in the tests. At higher plenum lengths, 
transitions were observed, and a corresponding jump in the 
voided height is seen atygc =0.9. However, the data below 
the transitions for the three plenum lengths cluster together. 
Excellent agreement between the data and equation (8) is seen. 

Two sets of LPV data for steam-water flows obtained by 
Crowley and Rothe [3] in 15.2-cm and 44.4-cm diameter 
vessels with deep lower plena are shown in Fig. 13. The data 
for both vessels exhibit similar trends. At low jg values the 
h/dc values are twice as large as given by equation (8) in either 
case. At high jg values, the h/dc values are approximately 
five times those given by equation (8). 

The effect of altered surface tension was explored by 
examining the voiding of methanol from the 29-cm vessel. 
The relevant properties of water and methanol are listed in 
Table 1. The voiding data with methanol are compared to 
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Fluid 

Water 
Methanol 

Table 1 

Temp 
(°C) 

20 
20 

Properties of water and methanol 

Density 
(kg/m3) 

997 
786 

Viscosity 
(Ns/m2) 

89xl0" 5 

56xl0~5 

Surface Tension 
(N/m) 

73xlO"3 

23xlO"3 

3.0 

h / d . 

Fig. 13 Steam-water LPV data from Crowley-Rothe (1978): o 15.2-cm 
vessel; 7 44.4-cm vessel 

those with water in Fig. 14. Below transition, the voiding data 
for both fluids merge together indicating that the voiding 
mechanism may be independent of surface tension in this 
range for sufficiently large vessels. Again, the data in both 
cases compare well with equation (8). 

Hemispherical Bottom Vessels. Plenum voiding data for 
the simulated reactor hardware and geometries in a 29-cm 
vessel with hemispherical bottom are shown in Fig. 15. Since 
the hardware at the core exit contains multiple holes, the 
reference diameter dc used is the core diameter of 26.6 cm. 
The data for the Westinghouse hardware compare reasonably 
well with equation (8). For the Babcock & Wilcox hardware, 
at a given j * c , the values of h/dc are approximately twice that 
given by equation (8). For either hardware, the data lie 
parallel to equation (8). Both hardwares are described in 
detail in the report by Crowley and Rothe [3]. For the range of 
air flows tested, no transition was observed before the plenum 
was completely emptied. 

For similar reactor geometries, LPV data obtained with 
steam and water by Crowley and Rothe [3] are shown in Fig. 
16. For these tests, a "thermally thick" core barrel with 14.6-
cm i.d. and 6-cm wall thickness was used. These data 

* 
therefore correspond tojgc, based on the core inner diameter. 

For the Babcock & Wilcox geometry, the air-water and 
steam-water data merge together and compare reasonably 
well. In the case of Westinghouse geometry, at a given j g c , the 
steam-water data are approximately twice the air-water data. 

For the 29-cm vessel with hemispherical plenum, similar 
sets of data for cores equipped with 23-cm and 18-cm circular 
orifices are shown in Fig. 17. For these single-holed orifice 
plates, the orifice diameter is used as the reference length. 
With either orifice, due to the shallow lower plenum, no 
transition due to sloshing was observed. The data for the 
larger orifice compare well with equation (8). Those with the 
smaller orifice are somewhat above equation (8). 

The transition usually was found to occur in deep lower 
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Table 2 Symbol key for LPV data comparison (Fig. 13) 

Symbol 

o 
© o 
X 

A 

• 
a 

e 
Q 
0 V 
V 

+ 

V 

A 

Vessel 
diameter 
D„(cra) 

29.1 
29.1 
19.1 
19.1 
19.1 
10.0 

44.5 
15.2 
15.2 
15.2 
15.2 
15.2 
15.2 
15.2 
15.2 
15.2 
15.2 

Core 
reference 
diameter 
dc(cm) 

26.6 
24.1 
15.3 
15.3 
15.3 
7.6 

38.7 
12.7 
12.7 
12.7 
12.7 
7.6 
7.6 
6.0 
6.0 
2.5 
2.5 

semiscale 
semiscale 

Gap 
width 
s(cm) 

1.2 
1.9 
1.3 
1.3 
1.3 
0.9 

1.9 
0.6 
0.6 
0.6 
0.6 
3.2 
3.2 
0.6 
0.6 
0.6 
0.6 

1.2 
2.5 

Water 
injection 

rate 
Q«(gpm) 

0 
0 
0 
0 
0 
0 

0 
0 
0.64 
2.0 

10.0 
0 

25.0 
0 
1.2 
0 
5 

Remarks 

Air-
water 
data 
present 

Steam-
water 
Crowley 
and 
Rothe 
[3] 

Naff 
etal. 
[6] 

5.0 
Range of 

— Interest to 
Reactors 
nil nil 1/ 

0.1 

0.05 

* 2 / 3 

*2 /3 " 

5.0 10.0 20.0 

Fig. 18 Lower plenum voiding data comparison, (symbols - see Table 
2) 

data from various sets compare well with equation (8). The 
transition appears to occur at different jgc for different test 
conditions. The data above transition appear to fall along 
lines parallel to equation (8). In this region, the factor x in 
equation (9) arises due to the separated air flow out of the 
core and may be a complex function of both dc/Dc and lc/dc. 
The parameters h/dc a.ndjsc vary over a wide range from 0.05 
to 20 in this figure. In typical reactors geometries, the 
maximum value of h/dc may not exceed 2, and this limit is 
shown on the left side of the figure. 

Additional comparisons of the present theory with steam-
water LPV data obtained by Wallis et al. [5] in an 8.9-cm 
vessel is shown in Fig. 19. The data below transition follow 
equation (8) reasonably well. Above transition, the data lie 
along equation (9) withx=0.8. 

For reactor-like geometries with hemispherical plena, a 
comparison of the various LPV data is shown in Fig. 20. For 
each set of data, there occurs no abrupt change in the general 
trend of the data indicating the absence of a transition regime. 
The data from each set lie generally parallel to equation (8). 
However, since the gas flows through structures with complex 
geometries at the core exit, the data from the various tests are 
somewhat scattered. However, equation (8) together with 
equation (9) with x = 0.8 offer lower and upper bounds to the 
voided height variation, respectively. 

plena with large lp/dc and over long time intervals. In the 
reactor-like geometries, due to the shallowness of the plenum, 
no transition was observed. In real reactors lower plenum 
lengths lpldc are limited to less than one. In addition, suf­
ficient time may not be available to build up sloshing 
oscillations. Therefore, the voiding data obtained with 
cylindrical vessels in the transition region may not be directly 
applicable during transient steam flows expected to occur in a 
LOCA. 

Additional Comparisons. A comprehensive comparison 
of a wide range of data obtained from various facilities is 
shown in Fig. 18. All the data, except for those from 
Semiscale, were obtained in cylindrical plena with flat bot­
toms. Data obtained with circular orifices at the core bottom 
and with direct water injection in the lower plenum are in­
cluded. Various experimental conditions are tabulated in 
Table 2. For comparison, two lines representing equation (8) 
and equation (9) with jf=0.8 are shown. Below transition, the 

Concluding Remarks 

Lower Plenum voiding in three simple cylindrical 
geometries and simulated reactor vessels has been in­
vestigated. The principal findings may be summarized as 
follows: 

(a) In cylindrical vessels, the voiding process occurs in 
three stages. At low gas flow rates, a level liquid surface with 
standing waves is observed. At higher gas flows, the liquid 
undergoes bulk sloshing possibly due to establishment of a 
separated region around the emerging gas jet from the core. 
At even higher gas flows, a considerably rougher interface is 
seen. 

(b) The transition due to sloshing appears to be a function 
of the lower plenum length. With a deep lower plenum, the 
transition is observed to occur. In the hemispherical bottom 
vessels, no transition is observed due to the shallowness of the 
lower plenum. 

(c) The voiding process is strongly influenced by the core-
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Symbol key for LPV data from reference [5] (Fig. 

o.i 0.3 10 30 
•gc 

Fig. 19 Comparison of theory and steam-water LPV data in 8.9cm 
vessel, Wallis et al. (5), (symbols - see Table 3) 

2.0 

h/dP 

Fig. 20 Lower plenum voiding data for simulated reactor vessels with 
29.1-cm diameter with hemispherical lower plenum, (symbols-see 
Table 4) 

exit diameter dc. At low gas flow rates, in most cases, the 
voiding data can be correlated as h/dc versus dimensionless 
core momentum flux,ygc, as 

with;c = 0. At higher air flows after the transition, the fraction 
x representing the fractional length occupied by a separation 
bubble takes on a value in the range of 0.67<x<0.8, which 
was evaluated from the experiments. 

(rf) Over the range of parameters tested, h/dc appears to be 
a weak function of the vessel diameter and the lower plenum 
length. 

(e) Nonuniformities in the core gas jet tend to increase the 
.voided height (i.e., enhance the entrainment from the in­
terface). 

(/) Voiding data with saturated steam and water, with air 
and water, and with air and methanol, appear to follow 
similar variations within the scatter of the data. 

(g) Data obtained in models duplicating some of the 
features of lower plenum hardware found in PWRs follow the 

Symbol 

Core 
reference 
diameter 
dc(cm) 

Gap 
width 
j(cm) 

Annulus 
length 
/„(cm) 

0 
• 
V 

Q o 
e 
X 
A 

O 

o 

2.1 
2.1 
2.1 
3.8 
6.4 
6.4 
6.4 
2.1 
2.1 
3.8 

semiscale data, 
Naffetal. [6] 

semiscale data, 
Naffetal. [6] 

0.64 
0.64 
0.64 
0.64 
0.64 
0.64 
0.64 
1.9 
1.9 
1.9 

1.2 

2.5 

0.0 
7.9 

39.4 
0.0 
0.0 
7.9 

39.4 
7.9 

39.4 
39.4 

----

—-

Table 4 Symbol key for LPV data for simulated reactor 
vessels with hemispherical lower plenum (Fig. 20) 

Symbol 
Lower p lenum 
hardware Media Reference 

TJ 

A 

® 

Westinghouse 

West inghouse 

Babcock & Wilcox 

Babcock & Wilcox 

22.9-cm orifice 

18.3-cm orifice 

air 
steam 

air 
steam 

air 
air 

present 
Crowley 
and 
Block 
[2] 
present 
Crowley 
and 
Block 
[2] 
present 
present 

same trends as the data obtained in simple cylindrical vessels 
and appear to lie between the upper and lower bounds 
established for those vessels. 
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The Effect of Noncondensible 
Gases on Bubble Condensation in 
an Immiscible Liquid 
A numerical study of the collapse of a bubble in a three-component, three-phase 
system is presented. The heat transfer is modeled using a quasi-steady integral 
boundary layer approach while the concentration profiles of noncondensibles are 
determined by solving the transient diffusion equation. It is shown that the ex­
perimentally determined collapse of small bubbles (between 1-mm and3-mm initial 
radius) agrees with the model, while larger bubbles, which deform during their 
early history, are better described by a uniformly distributed noncondensible 
model. 

Introduction 

Florschuetz and Chao [1] and Wittke and Chao [2] studied 
the collapse of spherically symmetrical bubbles within their 
own liquid. Stimulated by interest in desalination processes, 
Isenberg and Sideman [3] presented a numerical solution for 
the case of a two-component (pentane-water) system where a 
bubble of the volatile component was collapsing. The latter 
system differs from the former, one-component system, in 
that the condensate remains within the confines of the bubble 
walls. Later Isenberg et al. [4] presented an approximate 
quasi-steady state analytical solution for bubble collapse in 
three-component, three-phase systems. The solution assumed 
the noncondensibles remained uniformly distributed 
throughout the vapor. In references [1-3] the bubble's 
velocity is assumed constant, and either the flow of the liquid 
moving past the bubble is potential flow or is as if the bubble 
were a rigid sphere (boundary layer type flow). Isenberg et al. 
[4] utilized a velocity correction factor and potential flow to 
approximate the viscous effects and simply solved an energy 
balance across the thermal boundary layer in the continuous 
phase in order to approximate the quasi-steady heat transfer. 
References [1-4] neglected the existence of a condensate film 
and thus assumed that the bubble's surface was at the in­
stantaneous saturation temperature of the vapor based on its 
partial pressure. 

Jacobs et al. [5] noted that the existence of a condensate 
film within the bubble in a two-component system could have 
a significant effect on its collapse, particularly if the con­
densate's thermal conductivity was small. An analysis was 
conducted for a two-component system using a quasi-steady 
analytical approach similar to that of Isenberg et al. [4]. The 
results showed that the condensate film could contribute 20 
percent of the resistance to heat transfer. Further, they 
showed that the interfacial temperature between the con­
densate and continuous phase is not a function of angular 
distance from the upper stagnation point, but only a function 
of the properties of the two fluids. 

When the model of Jacobs et al. [5] was modified to ac­
count for uniformly distributed noncondensibles, it still 
appeared to overpredict the collapse rate of initially small 
bubbles. This led the present authors to assess the possibility 
of nonuniform distribution of the noncondensibles, and to 
investigate the hydrodynamics of the condensate film which 
had been assumed to move in potential flow. This latter 
assumption was proved to be acceptable for most fluids of 
interest [6]; however, a truncation error was found in the 

series solution of [5] which slightly modified the pure fluid 
bubble collapse rate. 

The only attempt known to the present authors to deal with 
the effect of nonhomogeneous distribution of non­
condensibles on bubble collapse was that Moalem and 
Sideman [7]. They assumed a parabolic concentration profile 
of the inerts within the bubble. The inert concentration at the 
center of the bubble was assumed constant. This con­
centration profile does not satisfy the boundary conditions 
and represents at best only an approximation to the inert 
concentration within the bubble. Due to the above perceived 
shortcomings, the present work was initiated. The basic 
model utilizes the nontruncated integral binary boundary 
layer model of Jacobs et al. [5] and then solves the bubble 
collapse numerically, assuming that the distribution of inerts 
within the bubble is governed by diffusion. 

Analysis of the Physical Model 

Heat Transfer. The collapsing bubble is assumed to be 
spherical and rising freely in a vertical path. Alternatively, it 
can be envisioned in terms of a moving coordinate system 
with the continuous medium moving over it as shown in 
Fig. 1. 

The rise velocity of the bubble is assumed to be constant. 
This assumption has been shown to be reasonable for bubbles 
of initial radius between 2mm and 4mm [1-4]. For bubbles of 
this size the translational motion is typically much more rapid 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, New York, N.Y., December 2-7, 1979. Manuscript 
received by the Heat Transfer Division December 29, 1980. Paper No. 79-
WA/HT-26. Fig. 1 Schematic model for bubble collapse 
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than the rate of decrease in radius (2-4). Thus, a quasi-steady 
analysis of bubble hydrodynamics and heat transfer is ap­
plicable [3-5]. For most fluid combinations, i.e., 
hydrocarbon bubbles in water, it may be shown that the 
appropriate interfacial tensions are such that the condensate 
wets the walls of the bubble and flows down its sides to pool 
at the bottom of the bubble. This latter characteristic while 
representative of the condensation of an immiscible vapor is 
not true for a vapor collapsing in its own liquid. However, 
even for this system it is reasonable to assume a laminar 
condensate film which mixes with the continuous phase only 
in the wake. Thus, for laminar flow, which is assumed here, 
the model could be applied to a vapor bubble condensing in its 
own liquid. 

Typically the viscosities of both the condensate and the 
surrounding liquid are much higher than that of the vapor, 
^,,<< fic0(ij.i). For these conditions it is reasonable to assume 
that the movement of the condensate is not retarded by the 
vapor, yet is strongly influenced by the continuous liquid. It 
will be assumed here that the condensate as well as the liquid 
attains local velocities consistent with the inviscid flow of a 
liquid over a sphere [5,6]. 

Our primary interest in immiscible vapor bubble collapse 
had as an impetus condensation with small temperature 
differences such that 

c«(r„l-r<,x<A '/g (i) 
Thus, a simple energy balance across the condensate yields 

1 d f5 ... . „ . , dT 

dO R 
\ pc Vft/g sinQdy = Xc 

dy y = 0 
(2) 

The assumption expressed in equation (1) leads to the use of a 
linear temperature profile across the condensate [5] 

^ c — I int "r ( 1 sat ^ int) 
y 

(3) 

where Tlnt is the temperature at the interface between the 
condensate and the continuous phase. 

The integral form of the energy equation for the thermal 
boundary layer in the continuous liquid is 

!ieSoVsin0(roo-w' 
dT, 

PLC
PL dy. \yr 

where TL can be represented by the quadratic 

T -T + T'"' ~ T°° 
1 I - 1 int + 

A 2 ( y , 2 - 2 A ^ ) 

(4) 

(5) 

There exists in the above equations unknowns, T,„,, 5, and 
A. To make the problem analytical an additional relationship 
is needed. This is provided by the equality of heat fluxes at the 
interface, y=yx =0 : 

Qc l>=o= ~QL y\=a (6) 

Application of Fourier's Law and the temperature profiles of 
equations (3) and (5) yields 

\(Tsat-Tinl) 2\L(.Tco-TlKl) (7) 

Simultaneous solution of equations (2), (4), and (7) provide 
expressions for the three variables 6, A, and Tin, as functions 
of 9. It has been shown in reference [5] that Tin, is not a 
function of 9 but is dependent only on the physical properties 
of the fluids. 

Tinl - Tco 

T^, - Too 
= V C , 2 + 2 C 1 - C , 

where 

C,= 
0.75 \cPcCpc 

^LPLC
PLJac 

(8) 

(9) 

Utilizing Fourier's Law of Heat Conduction, the tem­
perature profile across the liquid thermal boundary layer, and 
the resulting solutions for A and Tinl, the local heat flux can 
be obtained. This may be integrated over the surface of the 
bubble to give the instantaneous heat flux [6]: 

q(t) = I 2irtf2sine(-
dTL J dQ (10) 

N o m e n c l a t u r e 

0/ = 

Cc 

°c0 = 

CP = 

c, = 
Dc = 

5 = 

A = 

FoL 

\/G 

angular distance to pool of 
condensate at bottom of 
drop 
R/R0 

final nondimensional ra­
dius, defined in equation 
(18) 
mass concentration of 
vapor 
initial mass concentration 
of vapor 
specific heat at constant 
pressure 
defined in equation (9) 
mass diffusion coefficient 
thickness of condensate 
film 
thickness of thermal 
boundary layer in con­
tinuous liquid 
^Lt/{PLCPLRl] 
pv/pc for immiscible fluids, 
0 for a bubble collapsing in 
its own liquid 
initial mole fraction of 
noncondensibles 

e 
hf. 
Jac 

Ja* 

Ja0* 
K 

X 
m 
M 
p 

p* 
Pr t 

0 
Q 
r 
f 

R 

Rn 
iez.0 

p 

= angular distance from top 
of bubble 

= heat of vaporization 
= CPc(TM-Too)/hfg 

= Jac(pLCPL)/(pcCPc) 
= Ja*(Tt-Tco)/(TM-Tco) 

= DcPvh/g/[(ReLoPvL)Y' 
\L{T*-Too)] 

= thermal conductivity 
= mass of substance 
= viscosity 
= pressure 
= system pressure 
= CpL\xL/\L 

= defined in equation (8) 
= heat flux 
= radius 
= r/R0 

= i n s t a n t a n e o u s bubb le 
radius 

= initial bubble radius 
= 2^0 V pL/iiL 

= density 

t = time 
T = temperature 

Tsat = saturation temperature of 
vapor at partial pressure 

T* = saturation temperature of 
vapor at system pressure 

Too = temperature of bulk sur­
rounding liquid 

Tin, = interfacial temperature 
between condensate and 
surrounding liquid 

Pv 
V = rise velocity of bubble 
y = local inward normal as 

shown in Fig. 1 
Yt = local outward normal as 

shown in Fig. 1 

Subscripts 

c = condensate 
L = continuous liquid 
v = vapor 

v + g = vapor and gas mixture 
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For practical purposes, a can be assumed equal to w with 
typical errors of less than 5 percent for 95 percent of the 
bubble collapse history. The resulting heat transfer is 

g(O=2.287rXL0(r s a t-roo). 
PLCPLVRV2 

( l l ) 1 

Bubble Collapse. In the present analysis, we follow the 
definition of Sideman and co-workers [3, 4, 7] as to what is 
meant by a bubble. This definition states that the volume of a 
bubble in an immiscible liquid should include the condensate 
as well as the vapor gas mixture. That is, for a spherical 
bubble 

4 , m 
~wR3(t) = 
3 Pv 

»+gU) mc(t) (12) 
v+g Pc 

For a bubble collapsing in its own liquid the condensate is 
swept away while for a bubble collapsing in an immiscible 
liquid the condensate stays with the vapor as shown in Fig. 1. 
This difference in definition eliminates the second term on the 
right side of equation (12) for a bubble condensing in its own 
liquid. 

If we differentiate equation (12) with respect to time and 
recognize that 

dmv+g{t) dmc(t) q(t) 'v+g 
dt dt nfg 

we find that for a spherical bubble collapsing in an immiscible 
liquid 

d^_ = 3 q(t) Pv-Pc 

dt 4TT hfgR0
3 pvpc (13) 

where /3 is the nondimensional,radius R(t) /R0, and R0 is the 
initial bubble radius. For the case where pc>>pv, equation 
(13) is identical to that for a bubble collapsing in its own 
liquid, 

^ = ^ 1 - ^ ( 1 4 ) 

For a bubble, in the absense of noncondensibles, equations 
(11) and (13) yield 

(3= [l -0 .6049(Re i . n PrJ l / ! <j>Ja*^^Fol 2 / 3 (15) 
L ° Pv J 

for the time dependent nondimensional radius of a bubble 
collapsing in an immiscible liquid. For a bubble collapsing in 
its own liquid we obtain 

0 = j l -0.6049(ReLPrLo)
l/'</>./ff* - ^ - F o l 2 / 3 (16) 

which is essentially the same as that given in equation (15) 
whenp c > >p„. 

Uniform Distribution of Noncondensibles . 
Noncondensible gases may well be present in a vapor bubble. 
They significantly affect the bubble collapse. If the non­
condensible gases were always uniformly mixed with the 
vapor, Florschuetz and Chao [1] and Isenberg et al. [3] have 
shown that the temperature difference (rsa l - Too) is governed 
by the relationship 

T*-Too fi-l/G 
Here, TSM refers to the actual saturation temperature of the 
vapor corresponding to its instantaneous partial pressure, and 
7* refers to the saturation temperature at the system pressure. 
The term 1/G is due to the condensed liquid which ac-

Complete details of the derivation can be found in Reference 6. 

cumulates in the bubble when the continuous phase is im­
miscible. For this case l/G = pv/pc, For the case of a bubble 
collapsing in its own vapor 1/G is zero [1]. 

The final bubble radius, ft/ can be obtained utilizing the 
Gibbs-Dalton Law and the Clausius-Clapeyron equation 
knowing the initial concentration of noncondensibles. 
Isenberg et al. [3] give for the case of immiscible fluids 

*-(>. 
RT*2T 1 

(18) 
r , / g ( r - 7 o o ) GJ 

where, for a bubble collapsing in its own fluid, the 1/G term is 
again zero [1]. 

Utilizing equations (11), (14), and (17), the bubble collapse 
rate for uniform distribution of noncondensibles can be 
written as 

d/33 \c 
- ^ = - 0 . 9 0 7 5 - ^ -
dr Ja$\L 

where 

r = ( R e L o P r L ) ' / V « 0 * ^ ^ F o L 
Pv 

The above equation must be solved numerically. The initial 
condition is /3 = 1 at T = 0. 

Nonuniform Distribution of Noncondensibles. The as­
sumption of uniformly mixed noncondensibles which leads to 
the derivation of equation (19) is not generally valid. If the 
bubble remains spherical and there is no means, such as 
periodic deformation, to include circulation of the gas vapor 
mixture, the only means of dispersing the noncondensibles is 
by diffusion. This is particularly true when (iv+g</ji,c. 
Assuming a diffusion dominated mechanism and spherical 
symmetry we have 

17 
K d_ 

7~2 ~d? ("W (20) 

for the distribution of condensible vapor within the bubble, f 
is the nondimensional radius r/R0, T is defined above, and 
K = Dcpvhfg/(ReL0PrL)'/'\L (T*-To°). At time zero, T = 0 
and the vapor concentration is assumed uniform throughout 
the bubble and equal to the initial mass concentration, 

C c(r=0) = CCo (21) 

By symmetry the concentration gradient at the center of the 
bubble must vanish, that is 

dCr 

dr 
(r = 0) = 0 (22) 

At the bubble wall the boundary condition is complicated 
by the collapse of the boundary. The final result is a combined 
diffusion and mass convection at the wall. This was shown to 
be the case in a similar boundary condition by Sparrow, 
Ramadhyani, and Patankar [9]. To visualize this condition, 
consider the mass transfer from a boundary fixed coordinate 
system. Mass crosses the boundary by convection with a 
velocity equal to the collapse rate, -dR/dt. The total mass 
crossing the boundary due to the combined diffusion and 
convection is equal to the mass of vapor converted to liquid 
through latent heat release. This may be written in 
mathematical form as 

Pv + g^c 
dR 

~~dT 
-pv+gDc 

dCc 

~dr 

q(t)/4irR2 

h 
(23) 

•fg 

The bubble collapse is still defined by equation (13). In 
terms of the nondimensional time, equation (13) reduces to 
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fi 

0.6 

, ^ i . o o e f - 8 0 ' 7 

2.0 
T 

3 . 0 4 . 0 

Fig. 2 Bubble collapse of pure vapor for several values of the 
dimensionless interface temperature 

c?(33 / T, Too 

dr T* -Too 
(24) 

Using equation (24) and equation (11) and non 
dimensionalizing, equation (23) becomes 

X L (7 - -Toc) (Re L n PrJ^ r 1 dC, 

~d~r Pv 

dp 

~cfr 
(25) 

/J Dchfg L p„4 

The mass diffusion within the bubble is completely defined 
by equations (20), (21), (22), and (25). These together with 
equation (24) and the Clausius-Clapeyron equation (to relate 
the partial pressure of the vapor to the saturation tem­
perature) are sufficient to predict bubble collapse. 

Due to the complicated nature of the above equations 
governing bubble collapse the solution must be determined 
numerically. Utilizing a finite difference scheme a significant, 
error might result after many time steps. It is therefore 
desirable to make a check on the solution after each step. As 
the noncondensible gas must remain within the bubble, a mass 
balance on the noncondensibles should yield a constant value. 
The following relation thus should be satisfied. 

Pv-l 
2(1 -Cc)df= 1/3(1 - C c > „ + g ( r = 0) 

Numerical Solutions 

Uniform Mixed Noncondensibles. The complicated 
nature of equation (19) does not lend itself to direct in­
tegration, thus it must be solved numerically. The boundary 
condition at r = 0 is P = 1.0. Using this condition, the solution 
is advanced using simple forward integration until P = P/-
Care must be taken that as P—P/, d(P/dT-~Q. This is ac­
complished by choosing AT sufficiently small. 

Nonuniform Distribution of Noncondensibles. In 
carrying out the solution for nonuniform distribution of 
noncondensibles, equation (24) must be solved simultaneously 
with equations (20), (21), (22), and (25). We have chosen to 
use a central differencing scheme to solve for the con­
centration while using a simple forward differencing scheme 
for the change in bubble radius, equation (24). 

The bubble radius at any time is divided into NP-1 in­
tervals, with grid numbering starting at the center with 1 and 
being equal to NP when f= p. The finite difference equations 
for the concentration of vapor take the form 

- Cr-i}KAr(~ - ± , + ± ^ + C/+-( l + KAr) (27) 

( A ^ + 2 P ) - C - - K A T ( 
1 1 1 

=- + H , 
Arl rAr ArL ) -c , 

1.0 

0 . 8 

0 . 6 

0 . 4 

0 . 2 

0 

ISOPENTANE WATER 
AT=3.46°C ReL—l358 
P =0 .42 Cnc=0. 0035 

R0 = 2 . 56mm 

- * - EXPERIMENT 
PURE VAPOR 
UNIFORM N-C 

-- DISTRIBUTED N-C 

3 . 0 4 . 0 5 . 0 

Fig. 3 Comparison of models with experimental data of reference [3] 
for isopentane bubbles collapsing in water 

PENTANE-WATER 
AT=4.25°C ReL = 2626 

Ji-0.58 Cnc= 0.01 

EXPERIMENT 
PURE VAPOR 
UNIFORM N-C 
DISTRIBUTED N-C 

Fig. 4 Comparison of models with experimental data of reference [3] 
for pentane bubbles collapsing in water 

C r + A r _ C r + A r = 0 

The boundary conditions are 

and 

Ar d/3 
TA T[! + K dr 

C T+ AT _ 
li-Af Tr K 

Pv 

Pv+g 

dp 

(28) 

(29) 

(26) The initial conditions are of course 

C =C 

for internal nodes. 

<3°) 
the assumed initial concentration. The mixture density is 
calculated at each node assuming 

Pv+g=yc(Pv-pg) + pg (3i) 
where yc is the mole fraction. The partial pressure of the 
condensing vapor at the bubble radius is found from 

Pc=P*ycW) (32) 

where P* is the total system pressure. The relationship bet­
ween rsat((3) corresponding to the partial pressure was found 
from the Benedict-Webb-Rubin equation of state for actual 
vapors studied; although it is possible to use an approximate 
Clausius-Clapeyron equation for sufficiently low con­
centrations of noncondensibles [6]. 

Prior to calculating the change in bubble radius from 
equation (24), equation (26) was used to check the numerical 
solution for conservation of noncondensibles. Upon con­
vergence of the concentration for a given time, the bubble 
collapse was advanced one time step. These steps were 
repeated until TsM reached Too. At this time $ = $j, since the 
noncondensibles will diffuse away from the bubble wall and 
they will at complete collapse reach a uniform distribution. 

Discussion and Results 

Pure Vapor Systems. Equation (15) presents the bubble 
collapse of a pure vapor in an immiscible liquid. This 
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equation differs from the results of reference [5] only in the 
constant and the quantity (pc - pv)/p„ in the second term in 
the brackets. In our prior work we had attempted to present 
an exact solution for the heat flux; however, we had truncated 
the series expansion which led to the constant in equation (15) 
to be 0.9009 instead of 0.6049, which is obtained numerically. 
Further in reference [5] we had assumed pc>>pv such that 
(Pc-Pv)/pu~Pc/Pv This latter assumption would yield the 
results shown in equation (16), which is equal to the collapse 
of a bubble in its own liquid. 

Typical results for bubble collapse are shown in Fig. 2 as a 
function of the parameter <£, which is defined in equations (8) 
and (9). For hydrocarbon bubbles condensing in water 
0 — 0.8. For bubbles collapsing in their own liquid, <$> is ap­
proximately equal to 1.0. Comparison of our results with 
those of Wittke and Chao [2] for pure vapor bubbles con­
densing in their own liquid indicate a slightly slower collapse 
rate being predicted by equation (16) than by Wittke and 
Chao. In fact, the solutions of Wittke and Chao [2] are well 
predicted by our prior results when we truncated the series 
expression for the heat flux [5] 

2/3 

0 = [l = .9009 (Re in PrL)'A Ja* — Fo 
L ° Pv 

(33) 

We would presume that the difference is essentially due to 
roundoff error in Wittke and Chao [2] numerical solution. It 
is thus recommended that equation (15) and (16) be used in 
predicting bubble collapse respectively. 

Condensation with Noncondensibles Present. In order to 
evaluate the diffusion model developed comparison was made 
with the experimental data of References 3 and 8 for 
hydrocarbons bubbles collapsing in water. The non-
condensible gases present were assumed to be air. The mass 
diffusion coefficients for the air-hydrocarbon system were 
obtained from Sherwood, Pigford, and Wilke [10]. Com­
parison was also made with the uniformly mixed model of 
equation (19). Analyses were made for the case of each ex­
periment presented in references [3] and [8]. These data 
covered a range of Reynolds number from 400 to 3000 with 
initial noncondensible varying from 0.1 to 1.0 percent, and 
bubble size from 0.426 mm in initial radius to 6.0 mm. The 
range of T* = Too varied from 3 to 10°C. The complete set of 
analyses are available in reference [6]. Typical results are 
shown in Fig. 3 and 4. When the initial bubble radius varied 
between 1 and 3 mm excellent agreement was found between 
the diffusion model, and the experimental data for bubble 
collapse. For bubbles initially of - 5 mm in dia the uniformly 
mixed model accurately described the bubble collapse. At 
intermediate initial bubble radii the two models bounded the 
experiments. The reason for these results is explainable if one 
observes the actual bubble behavior. Below 3 mm in initial 
radius the bubbles are nearly spherical for their entire history. 
Above this size the bubbles oscillate significantly in shape and 
in their trajectory with strong oscillations occurring shortly 
after their formation. This deformation could cause strong 
mixing in the vapor which would be slowly damped due to the 
viscosity of the gas vapor mixture. Thus, larger bubbles 
subject to more vigorous mixing and oscillations behave as if 
they were uniformly mixed. In smaller bubbles the vapor's 
inertia is more easily diminished by viscous effects; thus, 
diffusion becomes dominant. If the vapor viscosity were high 
damping would also occur. 

Figure 5 shows a comparison of all of the models presented 
in the present paper together with the collapse of a bubble of 
pentane vapor in pentane. The initial radius is less than 1 mm. 
For this condition (1-4) the bubble does not rise at constant 
velocity, but rather V~R'A. It is quite apparent that the use of 
an average rise velocity for the bubble grossly misrepresents 
the collapse. An accurate representation of the rise velocity 

fi 
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0 . 8 

0 . 6 

O .4 

0 . 2 

0 

PENTANE-PENTANE _ * „ _ E X P E R | M E N T 

A T = 5 . 3 ° C R e = 4 4 6 PURE VAPOR 
f ' 0 . 3 2 C„ c =0.0022 UNIFORM N-C 

R „ - 0 . 4 2 6 mm DISTRIBUTED N-C 

0.5 1.0 1.5 2.0 2.5 

Fig. 5 Comparison of models with experimental data of reference [3] 
for pentane bubble collapsing in pentane 

PrL - 7. O 
Re L o = 2625 
K = 0. 0132 

_ J a * 0 = 0 . 0 8 

PURE VAPOR 
UNIFORM N-C 

DISTRIBUTED N-C 

4 .0 5.0 

Fig. 6 Comparison of theoretical models showing the effect of mass 
concentration of noncondensable gas on the bubble collapse rate 

could be used in order to evaluate bubble collapse in this size 
range. As an alternative one might utilize a different model 
for predicting the heat transfer during collapse. The present 
model assumes a thin boundary layer. This is incorrect for 
very small bubbles. The heat transfer could be greater or less. 
As an example, if one were to use the formula for bubble 
collapse with the truncated series we developed in reference 
[5] together with our diffusion model for the non­
condensibles, nearly exact agreement is found using the 
average bubble rise velocity. Thus, it appears that the heat 
transfer could be higher for small bubbles ( < 1 mm) than is 
predicted by the present analysis. Further investigation is 
needed. 

Figure 6 illustrates the effect of noncondensibles for a 
typical bubble for fixed fluid-system properties. It is apparent 
that as little as 0.02 percent noncondensibles on a mass basis 
can significantly reduce the degree of collapse while non­
condensible concentration of 1.2 percent can result in only a 
thirty percent decrease in bubble radius. These numbers 
would correspond to T*-T<x> of approximately 4°C for 
pentane-water and isobutane-water systems with air as the 
noncondensible gas. 

Conclusions 

1 For pure vapor bubbles retaining effectively spherical 
geometry while collapsing in an immiscible fluid it is shown 
that the collapse can be described by equation (15) when the 
bubble translates at constant velocity. 

2 For pure vapor bubbles collapsing in their own liquid, 
equation (16) can be used with 0 = 1.0. This result indicates a 
somewhat slower collapse than was previously found by the 
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numerical analysis of Wittke and Chao [2]. The latter analysis 
was in agreement with our previous results where we 
erroneously truncated an infinite series [5). 

3 For pentane bubbles containing noncondensible gases, 
the collapse is described by a diffusion controlled model for 
bubbles of initial radius between 1.0 and 3.0 mm. For bubbles 
larger than 4.0 mm in initial radius, a uniform mixed model 
applies. For intermediate size bubbles these two analyses form 
the limits. 

4 For extremely small amounts of noncondensibles, 
—0.01 -0.02 percent by mass, significant final radii, @f, may 
result unless the modified Jakob number Ja* is large. As the 
amount of noncondensibles increase the difference in bubble 
collapse time as predicted by the uniform distribution model 
and the diffusion model increase such that errors of more 
than 100 percent can result by applying the wrong model for a 
given bubble size. It is thus important to determine the range 
of bubble initial radii that are best predicted by a given model. 
Lacking experimental results, for other hydrocarbon vapors 
in water, the results for pentane should be used. 
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Free Conwection Heat Transfer 
From Upward-Facing Isothermal 
Horizontal Surfaces 
Heat transfer by free convection in air from isothermal horizontal surfaces heated 
and facing upward has been experimentally studied by using a Mach-Zehnder in­
terferometer. The local and the average heat-transfer coefficients and the tem­
perature distributions were determined in the range ofGr Pr from 1.9 X 106 to 1.7 
x 10s. Measurements were compared with available experimental and theoretical 
results. Periodical flow instabilities caused random changes, which could reach 
+ 45 and — 35 percent of mean values in the local Nusselt number and + 23 and — 
15 percent of mean value in the average Nusselt number. The nature of the free 
convection flow over the heated surface and the separation of the boundary layer 
were inferred from these random changes in the local and average Nusselt numbers. 

Introduction 

Free convection from horizontal surfaces has received less 
attention than free convection from vertical surfaces. The 
result is that information about horizontal surfaces is 
sometimes inconsistent, and the physical nature of the 
boundary layer flow is inadequately understood. Free con­
vection from horizontal surfaces is vital to meteorological and 
industrial applications [1]. The difficulty arises from the 
unsteady three-dimensional disturbances [2] over a heated 
upward-facing horizontal surface, making the momentum 
and energy equations not amenable to analytical solutions. 
Thus, it becomes more expedient to determine experimentally 
the temperature distributions and heat-transfer coefficients. 
In this study a Mach-Zehnder Interferometer was used to 
study free convection above a heated horizontal surface. 

For a heated horizontal surface the buoyancy force, which 
is the only driving force in a free convection situation, has no 
component along the surface. Therefore any tangential flow, 
which may arise, must be driven indirectly. This indirect drive 
[1] is produced by a negative pressure gradient which is 
created originally by the buoyancy force. This type of 
boundary layer flow was observed early by Schmidt [3] and 
Weise [4] near the leading edge of the plate. 

The early work of Fishenden and Saunders [5] may be 
considered the first that is directly related to the present study. 
They found that the heat-transfer data could be correlated by 
equation of the form 

Nu = C(GrPr)'" 

for the laminar region (105 <GrPr<2x 107): C-
(1) 

= 0.54 and 
m = 1/4 and for the turbulent region (2 x 107 <GrPr<3 x 
1010): C = 0.14and/w = l/3. In correlation (1), as well as most 
of the forthcoming correlations, the physical properties were 
evaluated at the arithmetic mean temperature of surface and 
bulk fluid. 

Mikheyev [6] derived an equation with constants very 
similar to those of Fishenden and Saunders [5], except that the 
value of the heat-transfer coefficient determined by equation 
(1) should be increased by 30 percent if the heated surface was 
facing upward and decreased by 30 percent if the heated 
surface was facing downward. No particulars were given to 
support such conclusions. 

Hassan and Mohamed [7] determined the local heat-
transfer coefficients along isothermal surfaces in air at dif­
ferent inclinations and surface temperatures using Boelter-
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Schmidt heat flux meters. They reported that separation starts 
well before the onset of turbulence in the boundary layer. 

Rotem and Claassen [8, 9] carried out a flow visualization 
experiment using a semifocusing Schlieren apparatus to show 
the existence of a laminar boundary layer which starts at the 
leading edges of the plate and then breaks down into irregular 
convection pattern some distance from the edges. 

Fujii and Imura [10] determined by a heat balance the heat 
transfer from rectangular plates with a wide range of in­
clinations. They reported that for a horizontal heated plate 
facing upwards, the flow in the boundary layer is turbulent 
and the exponent in equation (1) was determined as 1/3 for 
GrPr as low as 2.2 x 106. This apparently seems to conflict 
with Rotem and Claassen's work [8, 9] in which they indicated 
that the boundary layer is laminar. The heat balance method, 
as applied by Fujii and Imura [10], is particularly error prone 
[11], especially for free convection situations, because the 
heat transfer rates from the surface are low and the radiation 
mode of heat transfer to the surrounding is important. The 
result is that the net convective heat transfer is difficult to 
determine accurately. Thus the results of Fujii and Imura [10] 
are subjected to some uncertainty. 

Al-Arabi and El-Riedy [12] obtained local and average 
heat-transfer data from plates of square, rectangular, and 
circular shapes by collecting steam condensate from com­
partments underneath the horizontal plates. Plate corners 
were found to have a negligible effect on the average heat 
transfer. They developed two equations which give heat-
transfer values 30 and 11 percent higher than the values given 
by Fishenden and Saunders' equations [5] for the laminar and 
turbulent regions, respectively. 

Pera and Gebhart [2, 20] measured, for the first time, the 
temperature distribution and the heat-transfer coefficients in 
air by using a Mach-Zehnder interferometer. They reported a 
value of Gr/ / 3 =80 for the first occurrence of separation of 
the boundary layer. Pera and Gebhart concluded by means of 
a smoke test that severe instability mechanisms disrupt the 
boundary layer flow some distance from the leading edge [20] 
and that the boundary layer did not always separate at the 
same exact location [2]. 

Recently, Ishiguro et al. [13] studied the periodical changes 
in temperature and heat transfer by means of temperature 
probes and interferometry. They reported that the three-
dimensional nature of flow, caused by hot fluid lumps, is the 
reason behind discrepancies between the reported analytical 
and experimental results. 

Free convection above a horizontal heated surface has also 
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Table 1 Data and correlations used in free convection from horizontal surfaces heated and facing upward 

Experimental Studies 

Reference Fluid Surface 
dimensions 
W x L 
in cm 

Correlation GrPr Deviation Comments 

Fishenden and 

Saunders [5] 
1950 

Air maximum size 
of 60 x 60 

laminar Nu = 0.54 (Gr Pr)' 

turbulent Nu = 0.14 (Gr Pr)' 2 x 107 < GrPr < 3 x 10' 

laminar region 
extends up to 
GrPr = 2 x 107 

Bosworth [23] 

1952 

laminarNu = 0.71 (GrPr) " 

turbulent Nu = 0.17 (Gr Pr)" 

no details were 
given for the 
shape or size of 
the surface 

Hassan and 

Mohamed [7] Air 20 x 50.4 
1970 

Nu = 0.12Gr' 

heated and facing 
downward 
Nu = 0.06Gr'/] 

1.1 x 10j < Gr < 3 x 10s 

±15% 

±10% 

1. Wall 
perature 
(rvi,) = cons. 

tem-

2. Heat transfer 
from upward fac­
ing surfaces is 
twice as much 
from downward 
facing surfaces 

Fujii and 
Imura [10] 
1972 

10 X 5 and 

Water 15 x 30 

Nu = 0.13(GrPr)' 

Nu = 0.16(GrPr)' 

5 x 10° <GrPr 

GrPr<2 X 108 

1. Twj± cons 
surface heat 
/(PFX<M = cons. 
2. Leading edges 
increases Nu by 
23%. 

Al-Arabi and square: 5 x 5 

El-Riedy[12] Air upto45x45 
1976 circular: lOdia. 

up to 40 
rectangular: 
15 x 15 up to 
15 x 60 

laminar Nu = 0.70 (Gr Pr) /4 

turbulent Nu = 0.155 (Gr Pr)' 

laminar region 
extends up to 

2 X 105 < GrPr < 4 X 107 ±14% GrPr = 4 x l 0 7 

4 x 107 <GrPr < 109 ±12% 

Ishiguro 
etal[13] 
1978 

0.8 x 0.76 
Water 13 x 2.8 

16 x 8 

17 x 20 

Nu = 0.20 (GrPr)' 2 x 105 <GrPr 
1. r,v = cons. 

2. periodical 
changes in Nu 
were noticed for 
GrPr > 3 x 105 

been treated on a different premise, that is of a buoyant fluid 
accumulating and breaking away either as a thermal, or as a 
plume which wanders about the heated surface. In these 
studies the generation of thermals or plumes above a heated 
horizontal surface were investigated rather than the heat 
transfer from the surface itself. For more details the reader 
may refer to references [14, 15]. 

Though the present study is experimental, it was found 

relevant to give a brief account of previous theoretical studies. 
Stewartson [16] gave a theoretical analysis for the flow 

induced by buoyancy on a horizontal surface with a single 
leading edge. A sign mistake in Stewartson's analysis was 
corrected by Gill, Zeh, and Del Casal [17], who showed that 
the boundary-layer flow only exists for a heated surface with a 
leading edge facing upward or a cooled surface facing 
downward. 

Nomenclature 

C = constant 
Cp = constant pressure specific 

heat 
Gr = Grashof number, gj3L3 (tw -

Grx = local Grashof number , 
g$x\tw-tay^ 

g = gravity 
h = average hea t - t r ans fe r 

coefficient 
hx = time averaged local heat-

transfer coefficient 
k = thermal conductivity 
L = plate length 

m,n = exponents 
Nu = average Nusselt number, 

hL/k=l/L^Nuxdx 

Nu, = local Nusselt number (time 
averaged), hxx/k 

AN = fringe shift 
Pr = Prandtl number, Cpjx/k 

t = average air temperature over 
the plate length at a location 
x,y 

ta = ambient air temperature 
r)v = plate surface temperature 
T = abso lu te t e m p e r a t u r e , 

r + 273.15 
x = distance along plate from 

leading edge 
y = distance normal to plate 

W = plate width 
@ - coefficient of thermal ex­

pansion, \/Tm 

v 

V = 

dynamic viscosity 
kinematic viscosity 
temperature difference, tw 

-t 
nondimensional temperature 
(t-tay{tw-ta) 
nondimensional distance, 
(y/x)[Grx/(l/«)]" 

Subscripts 

a = eva lua ted at ambient 
temperature 

m = evaluated at mean tem­
pe ra tu r e^ + tw)/2 

x = based on x 
w = evaluated at wall tem­

perature 
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Pin marker1----- ../ Extensioro surface

- Wooden shou 1der

• Thermocouple locatlons

Electric heater

Aluminum blod

Fig. 1 Schematic of plate assembly

tw -ta =40·C

GrPr=2.1 x 107

tw -ta =SS·C

GrPr=2.66 x 107

tw -ta =60·C

GrPr= 2.90 x 107

Fig. 2 Interferograms showing temperature field for hall width of the
plate, L = 200 mm

Rotem and Claassen [8, 18) and Rotem [19) numerically
integrated the governing equations of two-dimensional steady
flow and gave the velocity and temperature profiles at dif­
ferent Prandtl numbers for an isothermal surface.

Pera and Gebhart [2, 20) obtained numerically the velocity
and temperature fields for a wide range of Prandtl numbers
(including Pr=0.7), for two-dimensional flows over a

Journal of Heat Transfer

horizontal and slightly inclined surfaces with a single leading
edge.

Fussey and Warneford [21] used an integral method to
obtain a numerical solution with a full range of angles of
inclinations from the vertical to the horizontal for upward
facing constant heat-flux surfaces.

Fatt (22) determined the local Nusselt number by employing
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a suitable expression for the temperature and velocity 
distributions to solve the integrated momentum and energy 
equations. 

A summary of the available experimental studies and 
correlations is given in Table 1. 

In the present study, the temperature distributions in the 
convection region above a heated isothermal surface were 
obtained using a Mach-Zehnder interferometer. The tem­
perature distributions were used to determine the local heat-

' transfer coefficients which were integrated along the surface 
to determine average values. The present study considers also 
the unsteady eddy (or cellular) convection which results from 
plume formation and its effect on local and average Nusselt 
numbers. The emphasis in the present work was on deter­
mining the amplitude of random variations in both the local 
and the average Nusselt numbers. 

Experimental Apparatus 

The experiment was designed to determine the nature of a 
boundary region flow over horizontal heated surfaces and to 
obtain the lateral extent of the boundary layer as inferred 
from the variation in the local heat-transfer coefficients. 

The apparatus used in the experiments is shown 
schematically in Fig. 1. Three square aluminum plates were 
used with side lengths equal to 100, 200, and 400 mm, 
respectively, and a thickness of 50 mm. The heat-transfer 
surface which is facing upward was accurately machined and 
polished to a surface finish of ±0.01 mm in order to be 
compatible with the accuracy of estimating fringe positions. 
The plates were electrically heated from below by means of 
0.25 mm nicrome wire wound around an asbestos sheet at 
constant pitch. For the larger size plates, eg. 200 X 200 mm 
and 400 x 400 mm, it was necessary to wrap a heating wire 
around the plate sides to compensate for the heat loss to the 
surroundings. A uniform temperature of the top surface was 
achieved to within a variation of ±0.25 percent of the surface 
temperature. Four thermocouples were embedded in the 
locations shown in Fig. 1 in order to measure the surface 
temperature and also to check its uniformity. 

28-gauge copper constantan wires were used to make the 
thermocouple junctions which were electrically shielded 
against stray current produced in the plate. Thermocouple 
leads were directly connected to a Digitrend 200 data 
acquisition system where temperatures were recorded with 
0.1°C resolution and ±0.4°C accuracy. An extension surface 
was used around the heated surface to minimize or to 
eliminate the leading edge effect [11]. This extension surface 
was leveled with the upper heated surface and separated from 
it by a brass collar of square cross section through which air 
was forced to maintain the extension surface at the room 
temperature. To minimize the temperature gradient at the 
leading edge, a lamination of bakelite insulation was in­
troduced between the plate and the brass collar. The model 
base was maintained at room temperature by blowing air in a 
closed baffled passage under the heated plate. Great care was 
taken to avoid the effects of stray air currents in the test room 
upon the flow pattern. The ventilation ducts were closed and 
the air used in the experiment was discharged outside the test 
room. 

A 20-cm mirror Mach-Zehnder interferometer was used to 
obtain the temperature field above the heated surface. A 5-
Mw, He-Ne Laser was used as a light source. The in-
ferferometer sensitivity near the surface was approximately 
2 ° C/fringe for the 400 mm model. 

Visibility studies by Pera and Gebhart [2], Rotem and 
Claassen [8, 9] and Tarasuk [24] showed clearly the three-
dimensional nature of the flow over a heated horizontal 
surface. Thus with the interferometer set up for the infinite 
fringe field, the fringes represent lines of average temperature 

0.0 1.0 2.0 9.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 

DISTANCE FROM SURFACE <m 
Fig. 3 Temperature profiles in the boundary layer L = 400 mm 
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Fig. 4 Nondimensional temperature profile 11 = — I — - 1 
x V 1/n / 

n = 0.300 
along the light path. The heated surface was leveled 
horizontal by means of a precision split level and the test 
beam was made parallel to the surface. After allowing for a 
long settling period (about 10 min) the interferograms were 
recorded on a Polaroid 10 x 12.5 cm Land Film, Type 55. 
The periodic or eddying flow conditions required multiple 
pictures, first, to establish the upper and lower limits of the 
local Nusselt number, Nux, and second, to obtain a time 
averaged value for Nux. A preliminary set of test runs on the 
200 mm plate, at the same surface and air temperatures, was 
done to determine the necessary number of interferograms 
needed to define clearly the upper and lower limits in Nux. It 
was found that six interferograms taken at random times, 
such as to cover all possible fringe patterns over the plates, 
were sufficient. A similar procedure was applied by Randall, 
Mitchell, and El-Wakil [25]. 
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The temperature difference (tw-ta) ranged from 12 to 
140°C. This corresponded to a Gr Pr range of 1.9 x 106 to 
1.7 x 108 based on the plate length. The air properties were 
evaluated at the arithmetic mean of surface and ambient air 
temperatures. 

The local Nusselt number based upon distance from edge, 
x, and total temperature difference, 8W = tw 
by 

• ta-, is expressed 

**-£--£[(£).]. (2) 

It should be pointed out that the temperature gradient 
[(dd/dy)w]x represents a gradient of the average temperatures 
along the plate length at a location x from the plate edge. 
Thus for a three-dimensional flow above the plate, hx would 
represent the local heat-transfer coefficient at a distance x 
from the plate edge but averaged along the plate length, L. 

The relation between temperature difference, (T- Ta), and 
fringe shift, AN, is given by 

(T-Ta) L / P \ 

^^KRT'V (3) A/V= 
T 

9 

B 
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Fig. 5 Nondimensional temperature profile i; = — I I 
x \ 1/n / 

n = 0.315 

where K is the Gladstone-Dale constant, P, is the atmospheric 
pressure, R is the universal gas constant and \ , is the 
wavelength of the light source of the interferometer (6328 "A 
for He-Ne laser). 

The average Nusselt number, Nu, is determined by 
numerically integrating the local Nusselt numbers over the 
entire plate width, W [for square plates, W=L\. 

Nu= — Nu.dx i: 
-£T[(N,,'''+(NuJ'*' l[(-r),.,-(f)J (4) 

where m represents the number of locations at which Nux 
were evaluated. In equation (4), symmetry around the plate 
centerline was assumed. 

The surface temperature as determined by interferograms 
analysis agreed with thermocouple readings within 1"C. Heat 
conduction through the bakelite insulation and to the ex­
tension surface was inevitable. This resulted in an upstream 
heating of airstream before it reaches the leading edge, as seen 
in Fig. 2. However, such temperature disturbance was 
brought to a minimum by forcing air at room temperature 
through a collar around the plate. The temperature gradient 
in the boundary layer and the local Nusselt number were 
determined with uncertainty of ± 6 percent. 

Figure 2 shows three typical interferograms of the tem­
perature fields. The distance between the pin markers was 
utilized to establish the scaling factor. 

The fringe centres, at a given distance from the leading 
edge, were measured from the plate surface by viewing the 
film negative on a densitometer. The signal produced by the 
densitometer was then fed into an electronic device. This 
device was designed especially [26] to process such a signal. 
This device gave the mode of the signal, i.e., the location of 
the brightest spot of the light fringe with a resolution of 0.001 
mm. The accuracy of measuring fringe locations was 
estimated to be better than 0.1 percent [26]. 

— Results and Discussion 

Temperature Distribution. The temperature determined 
from the interferogram analysis represents an average in­
tegrated value over the length of the light beam. 

A typical set of the temperature profiles in the boundary 
layer for the large size plate L = 400 mm is shown in Fig. 3. 
The corresponding Grashof number/Prandtl number product 
for these profiles was GrPr = 1.444 x 108. 

The nondimensional temperature profiles expressed as 
$> = (t-ta)l(tvl-ta) versus i\ = {ylx) [Grx/(l/«)]" for the 
medium size plate, L = 200 mm and large size plate, L = 400 
mm are shown in Figs. 4 and 5, respectively. It was found that 

Fig. 6 Random changes in local Nusselt number and correlation of 
data for L = 200 mm 
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separation zone 

Distance from leading edge, x mm. 

Fig. 7 Local heat transfer coefficient along the surface: L = 200 mm 
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Laminar region­

al 400 mm olate 
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' ' i i I i i i I J L_L-

Fig, 8 Average Nusselt number for different square plates as com­
pared with existing correlations 

the temperature distribution is quite sensitive to the exponent 
n. A different value of « varying from 0.2 up to 0.36 was 
utilized in the nondimensional distance r\ = {y/x) [GrA./(l/«)]" 
in order to condense the temperature profiles into one curve 
with a minimum scatter in the data. A value of n = 0.300 for 
the plates L = 100 mm and I, = 200 mm was found to nor­
malize the temperature profiles for dw = 2 5 - 140°C with a 
minimum scatter. For the larger plate L =400 mm, the value 
of n was 0.315 for 6W = 10-35°C. A value of n = 0.2, as 
recommended by Rotem and Claassen [8] and Pera and 
Gebhart [20] in their analytical studies, was found to give an 
unacceptable scatter in the normalized temperature profile, 
especially at low temperature differences (i.e., 0„,<5O°C for 
Z, = 200 mm). The analytical solution of Pera and Gebhart 
[20] which deals with two-dimensional flows, is shown in 
Figs. 4 and 5. The trend of the data being consistently below 
the analytical curves as seen in Figs. 4 and 5, has been 
reported by Pera and Gebhart. Two causes were cited for such 
disagreement. The first is the upstream heating of air before 
the leading edge. The upstream heating has been reduced 
considerably in the present study, as seen in Fig. 2, by the use 
of the bakelite insulation and the brass collar around the 
plate. The second cause which seems to create such 
discrepancy is the three-dimensional disturbance which 
originates at some downstream location from the leading edge 
in the form of rising plume. The theoretical solution of Rotem 
and Claassen [8] for Pr = 0.3 lies fairly close to that profile 
given by Pera and Gebhart. 

Local Heat Transfer. Because of the enormous time and 
effort to process the interferograms, it was decided to study 
the random changes in the local Nusselt number for the 
medium size plate, L = 200 mm only. Six interferograms were 

taken at random intervals such that they cover all the possible 
temperature profiles as delineated by the fringe patterns. The 
plate-minus-air temperature differences were taken as 25, 40, 
55, and 70 °C which resulted in GrA Pr ranging from 102 to 5 
X 106. The arithmetic mean of the local Nusselt number and 
the random changes from this mean were determined at a 
given xlL. Figure 6 shows the local Nusselt number with the 
circle indicating the mean value and the bars representing the 
limits of the random changes. The random changes in Nux 

from the mean value were found to be considerable and 
reached +45 and - 3 5 percent. Although these random 
changes increase slightly with increasing GrA.Pr, such a trend 
was inconsistent, i.e., the random changes in Nu,. were of the 
same order of magnitude at Gr vPr<10 5 and Gr v Pr> 10s for 
some runs as can be seen in Fig. 6. The locations of the 
maximum and the minimum random changes in Nux are also 
shown in Fig. 6. 

The time averaged values of the local Nusselt numbers were 
correlated in both the laminar and turbulent regions. 

In the laminar region an equation of the form 

NuA.=0.297(GrvPr)!4 (5) 

was found to fit closely the data which extended from 
Gr vPr=10 2 up to 6 x 103. This, in fact, implied that the 
laminar region, as expressed by the exponent 1/4, extended up 
to GrxPr = 6 x 103. In Al-Arabi and El-Riedy [12], the 
laminar region was reported to extend up to GrxPr of 2 X 
105. No justification to such a limit was given in their study. 

Equation (5) correlates the present data with deviations of 
+ 4.2 and - 3 . 2 percent, which are surprisingly low when 
compared with the magnitude of random changes in Nux 

(+ 45 and - 35 percent). This indicates that: (a) the averaging 
of NuA. by using six interferograms was sufficient, and (b) the 
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local Nusselt number cannot be determined simply from one 
test run. A further increase in the number of interferograms 
may slightly reduce the above mentioned deviations [+ 4.2 
and - 3 . 2 percent] in equation (5). Considering the un­
certainty in determining Nux [ ± 6 percent], such an increase in 
the number of interferograms was not warranted. It should be 
emphasized that the random changes in Nuv are an integral 
part in evaluating Nux. These random changes occurred due 
to changing flow pattern above the heated surface. 

No available data for the local heat transfer in the laminar 
region were found in the literature. 

In the turbulent region, i.e., 6 X 103<GrA .Pr<5 X 106,the 
time averaged values of Nuv were fitted by equation of the 
form 

Nux=0.146(GrA.Pr)'/j (6) 

Equation (6) predicts NuA with a deviation of +8.6 and -
12.7 percent, which also are far below the random changes in 
NuA. Equation (6) agrees very well with the equation 
suggested by Al-Arabi [12] for the turbulent region. 

Pera and Gebhart's theoretical solution [20] is shown in 
Fig. 6. This solution seems to give consistently lower Nux 

values when compared to the present experimental results. 
This fact is reported in their paper [20] and was expected by 
noticing the lower temperature gradients at the wall of their 
profile in both Figs. 4 and 5. 

The extension of the laminar boundary layer and the 
eventual separation of such a boundary layer was inferred 
from the local heat transfer distribution along the plate as 
shown in Fig. 7. The local heat-transfer coefficients are the 
time averaged values. As can be seen from Fig. 7, a minimum 
value for hx occurred consistently in a zone which is ap­
proximately 8-mm wide, and its centre is 25 mm from the 
leading edge. This zone seems to be independent of the plate 
size. The only plausible explanation for such a dip in the hx 

distribution is that the heat-transfer coefficient decreases as 
the thermal boundary layer develops along the plate. At one 
point this boundary layer becomes unstable, mainly because 
of the buoyancy forces [1, 2] which act normal to the plate 
and the boundary layer forms a thermal plume which breaks 
away from the surface. This results in a turbulent boundary 
layer and in a slightly higher local heat transfer. The local 
heat-transfer coefficient beyond the separation zone is ap­
proximately constant. Al-Arabi and El-Riedy's [12] results 
showed a dip in hx in the zone 25-45 mm from the edge of the 
plate. Results of Hassan and Mohamed [7] also showed a dip 
in hx, but at a location 50 mm from the leading edge. Both the 
studies reported in references [7, 12] were not intended 
originally to locate the separation of the thermal boundary 
layer. 

The edge effect as measured by the difference between the 
average and the local heat-transfer coefficients in the middle 
region of the plate (i.e., beyond the separation zone) was 
found to be no more than 6 percent for the medium size plate, 
L = 200 mm. The ratio fading edge)/̂ (middle region) reached a 
value 2.0. The edge effect is expected to be lower as the plate 
size increases because the region in which hx varies is virtually 
independent of the plate size. By using square plates, the edge 
effect is assumed to be identical for the four sides. 

Average Nusselt Number. The average Nusselt number, 
Nu, was determined from equation (4) and the results are 
plotted in Fig. 8 for the three plates covering a range of GrPr 
from 1.9 x 106 up to 1.7 x 10s. The random changes in the 
average Nusselt number for the plate L = 200 mm were 
determined and reached +23 and - 1 5 percent, which is 
about half the magnitude of the maximum and minimum 
random changes in the local Nusselt numbers. The bars in Fig. 
8 show these random changes in Nu in four different tests. 

The laminar heat transfer (GrPr from 3 X 106 up to 4 x 
107) is represented within ± 20 percent by the equation 

Nu = 0.622 (GrPr)l/4 (7) 

For the data with GrPr < 3 x 106, the average Nusselt 
numbers determined were higher than those given by equation 
(7). These data points were checked thoroughly and the ex­
planation for such anomaly could be lying in the fact that the 
flow over the whole plate (in this case it was the 100 mm plate 
6„ <50°C) is controlled by one thermal plume generated from 
the four sides of the plate. This plume could give rise to a 
higher heat-transfer coefficient. The authors would like to 
emphasize that such anomaly is not yet fully understood. 

The turbulent heat transfer (for GrPr > 4 x 107) is 
represented, within ±10.5 percent by the equation 

Nu = 0.162(GrPr)'/l (8) 

The available correlations [see Table 1] are shown in Fig. 8 
for comparison. While equation (7) gives heat-transfer 
coefficients 13 percent higher than the values given by 
Fishenden's equation [5], it gives values 12.5 percent lower 
than the values suggested by Al-Arabi's [12] and Bosworth's 
[23] equations. 

Equation (8) gives heat-transfer coefficients 1.2, 4.3, and 13 
percent higher than the values given by Fujii's [10], Al-
Arabi's [12] and Fishenden's [6] equations, respectively. 
Equation (8) gives h values 23.5 percent lower than the values 
given by Ishiguro's [13] equation. 

The heat-transfer values by Hassan's [7] equation are well 
below the values determined by most of the researchers. 

The theoretical solutions (only one is shown in Fig. 8 which 
is the closest to the experimental data) underpredict con­
siderably the average heat-transfer coefficients. This may be 
attributed to the three-dimensional disturbances which were 
ignored in all the theoretical analyses. 

Concluding Remarks 

The experiments reported here were designed with par­
ticular care in order to provide reliable results regarding the 
local heat-transfer coefficients. 

The random changes in Nux which reached +45 and - 3 5 
percent underscored the unstable nature of the flow over a 
horizontal heated surface and that a correlation which yields a 
single value for NuA or Nu is unrealistic. The random changes 
in Nux should be incorporated with the value of Nu* deter­
mined from the correlation. 

The edge effect increased the heat transfer from the plate by 
6 percent. This effect decreases as the plate size increases. The 
boundary layer separated from the plate at a distance which is 
independent of the plate size or temperature. 
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Experiments on Free Convection 
Between Vertical Plates With 
Symmetric Heating 
Laboratory experiments on natural convection of air between vertical parallel plates 
with uniform and symmetric heat fluxes are reported. Data collection was through 
direct temperature measurement using thermocouples and through analysis of 
interferograms of the flow. Data were collected over a range of heat fluxes and 
geometric parameters where the flow was in the developing temperature field 
regime. A correlation is developed that allows for the calculation of the maximum 
temperature variation of the plates for a given input heat flux and plate geometry. 
The equation is expected to be accurate to ±5 percent. 

Introduction 

In this paper we report on heat transfer measurements of 
two-dimensional natural convection between vertical plates 
subjected to uniform heat flux. The geometry is sketched in 
Fig. 1. The plates are of height, L, and spacing, b. A uniform 
heat flux, q, induces a vertical flow between the plates, 
heating the fluid from some inlet temperature, T0. The plate 
temperatures vary from T0 at the entrance to some maximum 
temperature at the exit of the channel, TW(L). Side walls 
prevent inflow along the vertical edges. The depth is suf­
ficiently large so that the presence of the side walls does not 
significantly retard the flow, so the flow is assumed to be two-
dimensional. 

Consideration of the two-dimensional mass, momentum, 
and energy conservation equations for this geometry shows 
that the temperature variation along the plates, written in 
dimensionless form as a local Nusselt number, depends on 
Rayleigh number and Prandtl number 

N u W - - ^ * - = / ( R a . P r * ) (1) 

Tw(x)-T0 \ L/ 
where 

Ra=gPqb5/Lpak (2) 
In this study the Prandtl number, Pr, is essentially constant; 
the working fluid was air. 

Heat transfer by natural convection from vertical plates 
with uniform heat flux has been studied by various in­
vestigators. Sparrow and Gregg [1] considered a single plate 
with a constant heat flux surface, developing an analytical 
model using similarity transforms. Later, the work was 
generalized to include plates with arbitrary temperature 
specification, the constant heat flux situation being a special 
case of the latter [2]. This result forms one possible asymp­
totic limit for the problem at hand: the case where the plates 
are very far apart. Aung et al. considered the parallel plate 
geometry, investigating both the fully developed limit [3] 
(very closely spaced or very tall plates) and the developing 
flow situation [4, 5]. For these cases, asymmetric and sym­
metric heating of the plates were analyzed and compared. The 
work presented in [4, 5] used a finite difference simulation to 
solve the conservation equations. 

Little experimental data is available in the literature for the 
uniform heat flux parallel plate situation, although in 1942 
Elenbaas [6] reported measurements with isothermal parallel 
plates having open edges. Bodoia and Osterle [7] reported a 

finite difference simulation for parallel isothermal plates. 
Recently Sparrow and Bahrami [8] used the naphthalene 
sublimation technique for fluids with Pr = 2.5 to obtain mass 
transport results that are analogous to heat transfer between 
isothermal plates. They showed that edge effects become 
significant when bIL Ra<10. Furthermore, their results 
diverge from reference [6] as b/L Ra—0. 

This study is concerned with obtaining data for the parallel 
plate geometry where there is symmetric heating and air is the 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 10, 
1981. 

Fig. 1 Geometry and coordinate system of vertical parallel plates with 
constant heat flux 
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fluid. Local temperatures along the walls for various spacing 
and heating rates of the walls were found using thermocouples 
embedded in the plates as well as interferometric data. The 
experimental results are compared to the numerical solutions 
obtained by Aung et al. [4]. From these results a simple design 
equation for predicting the maximum wall temperature is 
developed. 

The application of these results lies in the electronics and 
communication industry where better predictive models of 
heat transfer requirements are needed. Our uniform heat flux 
geometry is a first-order model of the situation occurring 
between convectively cooled, rack-mounted printed circuit 
boards containing heat dissipating integrated circuitry. 

Experimental Apparatus 

An edge view of the experimental apparatus is shown in 
Fig. 2. The two outer plates were added to give symmetry to 
the heat transfer from the two inner plates which formed the 
channel. The plates were 303.2-mm high by 303.2-mm deep 
and 3.4-mm thick, constructed of phenolic fiberboard similar 
to the material used in the electronics industry (thermal 
conductivity — . 17 w/ ° Km). 

Stainless steel shim stock of 0.0254-mm (0.001-in.) 

thickness, cut in a serpentine fashion, formed the heaters that 
were attached to the phenolic board using 3m mounting 
adhesive sheets. Heater element runs were 10-mm wide, with a 
1-mm gap between each run. Heaters were attached to both 
sides of the inner plates and to the inner surfaces of the outer 
plates as shown in Fig. 2. Each heater was connected in series 
with a Clarostat 25 W variable power resistor and in parallel 
with each other to a variable transformer. This variable 
transformer was in series with another variable transformer, 
allowing a large sensitivity range for the setting of heat flux 
from the heaters. Voltage and current measurements were 
made for each heater giving an estimated accuracy of ±5 
percent for the heat flux per board. 

Wall temperature measurements were made using 0.762-
mm (0.003-in.) copper constantan thermocouples spaced at 
various intervals along the wall of the plates and located in the 
1-mm wide gaps between the heater strips. Thermocouple 
measurements were made using an integrating digital volt­
meter with a sensitivity of ±l/rv. Calibration of the tem­
perature measuring system using a secondary standard 
traceable to N.B.S. showed an estimated precision of the 
thermocouple/readout system of ±0.05°C. Interferometric 
measurements were made using a 152-mm dia Mach-Zehnder 
Interferometer. Standard techniques were employed as 
outlined in references [9, 10]. We estimate that the wall 
surface temperatures in every case could be determined with a 
maximum uncertainty of ±0.8°C. 

The plates were hung vertically from two #10-24 threaded 
rods located on each corner of the boards and mounted on an 
aluminum supporting main frame as shown in Fig. 2. Jacking 
screws made from #3-48 threaded rods were located along the 
sides of the plates and secured to the aluminum frame, 
allowing adjustment of the channel spacing. Machined gauge 
blocks of sizes 7.937, 9.525, 12.70, and 17.78 mm were used 
as reference spacing for the channels, giving an accuracy of 
±0.25 mm for b. 

Side walls were added to model the two-dimensional 
channel flow. Each wall consisted of a 152-mm dia in­
terferometric quality window mounted inside a wooden 
frame, with a styrofoam block to complete the wall. 

All experiments used air as the fluid medium. Properties for 
air were based on the bulk temperature of the fluid given as 
(T(L) — T0)/2, where T(L) is the average temperature of the 
air at height, L, and midspan between the plates. Radiation 
effects were assumed negligible. 

For this study, data were collected for four plate spacings 
(6 = 7.94, 9.53, 12.70, 17.78 mm) with 50<<7<150 w/m2 . 
Aung et al. [4] have characterized the flow between plates of 
height, L, and spacing b as follows: 

(Gr = Ra/Pr): 

0.0 < Gr <0.2 Fully developed temperature profile 

0.2 < Gr < 1000 Developing temperature profile 

1000<Gr Plates sufficiently far apart so that they 
act independently (single plate limit) 

N o m e n c l a t u r e 

b = plate spacing P 
C = constant Pr 
g = gravitational acceleration q 

Gr = Grashof number Ra 
k = fluid conductivity T 
L = plate height x 
m = constant a 
n = constant /3 

Nu = Nusselt number 

empirical constant 
fluid Prandtl number 
heat flux 
Rayleigh number 
temperature 
vertical coordinate 
fluid thermal diffusivity 
fluid thermal expansion 
coefficient 

v = fluid kinematic viscosity 
a = rms relative difference 

Subscripts 

0 = initial condition or fully 
developed condition 

w = wall condition 
oo = single plate condition 
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Fig. 3 Interferograms of natural convection between parallel plates. 
Parts 3(a)-(e) were obtained using the fringe shift configuration of the 
interferometer. Part 3(f) was obtained using the infinite configuration. 
The table entries below each part of the figure list the operating con­
ditions of the plates for each case shown. 

In terms of air flow between plates spaced 6.35 mm apart 
(1/4 in.) with a heat flux of 50w/m2 (values representative of 
printed circuit boards), the fully developed condition would 
be achieved when L = 8 m while the single plate limit would 
occur when L = 2 cm. Therefore, most applications will fall 
into the developing flow regime. The fifteen data sets reported 
here span the range 24<Gr<3355 (17.7 < R a < 2414), so that 
our data spans the developing flow regime with two sets of 
plates spaced far enough apart to be in the single plate regime. 
An error analysis (see reference [10]) gives tolerances of 
approximately ±5 percent for Nu and ±10 percent for Ra. 
Specific details concerning apparatus construction, methods 
of data reduction, error analysis, and the characteristics of 
our Mach-Zehnder system are found in reference [10] which is 
available from the principal author. 

Qualitative Description of the Temperature Field 

Figure 3 shows interferograms of the temperature field 
between the plates for various spacings and heat fluxes. For 
Figs. 3(a)-3(e) the interferometer was set in the fringe shift 
mode with fringes initially horizontal and equispaced. The 
vertical displacement of the fringes from their original 
location in the unheated condition is proportional to the 
temperature increase of the fluid. Therefore, with the fringes 
originally in the horizontal position, the fringe patterns of 
Figure 3(a)-(e) may be thought of as a series of temperature 
profiles across the air space as one moves upward. For Fig. 
3(/) the interferometer was set in the infinite fringe mode. The 
resulting fringes are then isotherms. 

Table 1 Tabulation of coefficients for the power-law 
correlation (equation (3)) for a single plate (large b) and for 
fully developed flow between parallel plates (small b). The 
value C = 0.520 is for Pr = 0.72. 

C Reference 
Large b 
Small b 

0.520 
0.144 

0.2 
1.0 

0.2 
0.5 

[1] 
[3] 

Each image actually consists of six or eight separate data 
records taken at different times; three or four for the lower 
region (A:<120 mm) and three or four for the upper region 
(150sx<280 mm). No photographic records were taken for 
the region 1 2 0 < A - < 1 5 0 mm or 275<x<303. The dark rec­
tangle which appears three or four times in each view was a 
reference gauge block which was placed in the field of view 
but external to the channel. The thin vertical line was a plumb 
line which was located at mid-depth but not necessarily 
centered between the plates. Our procedure was as follows: 

1 The interferometer was initially set and a reference 
image taken with q = 0. 

2 The heat flux was set and allowed to equilibrate; an 
interferogram was recorded. 

3 The channel was moved vertically to a new location and 
a second interferogram recorded. 

4 The heat flux was set to zero. Another reference image 
was recorded for the second interferogram. 

Data records were taken in pairs in this way, with as long as 
several weeks separating adjacent data pairs for a given heat 
flux and gap width. The images shown in Fig. 3 are com­
posites of that information. 

Figure 3(a) shows the situation with a small gap width and 
low heat flux giving a Rayleigh number, Ra = 18.8. Two 
thermal boundary layers form at the lower leading edges and 
merge in the first 15-20 mm of height. For x a 25 mm the shift 
shapes (temperature profiles) change in a more subtle way as x 
increases. Figure 2(b) shows the effect of a 60 percent increase 
in gap width (giving an approximate tenfold increase in 
Rayleigh number). In this case the entry thermal boundary 
layers merge in the range 60<x<80 mm. Figure 3(c) shows 
the effect of an approximate doubling of the heat flux over 
the condition of Fig. 3(6) , resulting in a more pronounced 
variation of temperature across the slot. 

In Figs. 3(a) through 3(c) the height of an equivalent plate 
where the plates act independently according to Aung et al.'s 
criteria (Gr= 1000) has been indicated as Lc. Our analysis of 
the data to be presented in the following section indicates that 
the plates never really act independently, even for Grashof 
numbers which are three times the above limit. Figures 3(d) 
and 3(e) show data where Gr> 1000. Figure 3(e) represents an 
approximate doubling in heat flux over Fig. 3(d) with 
Gr = 3410. Our measurements indicate that the heat transfer is 
asymptotic to a limiting condition which is parallel to, yet 
approximately 10 percent higher than, the situation where the 
two plates do not interact. Figure 3(f) shows approximately 
the same conditions as Fig. 3(e), however it was made using 
the infinite fringe configuration of the interferometer. This 
figure shows that the thermal boundary layers do interact as 
evidenced by the thermal stratification along the centerline at 
x&75 mm. 

Heat-Transfer Results 

Figure 4 presents measured wall temperature variation data 
for two different plate heat fluxes with a spacing b = 12.7 mm. 
Both thermocouple data and interferometeric results are 
compared; data was extracted from both the left and right 
plates. In each case the interferometric data was collected at a 
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Table 2 Tabulation of experimentally determined values of Nu(L) and m. Data numbered 
1-10 are from thermocouple measurements while those numbered A-E are from in-
terferograms. 

Data# 

E 
1 
D 
2 
C 
3 
4 
B 
5 
6 
7 
8 
9 
A 
10 

Ra 

2414.0 
1716.0 
1170.0 
962.0 
397.0 
379.0 
196.0 
191.0 
80.5 
56.0 
43.2 
30.9 
23.5 
18.8 
17.7 

Nu(X) 

2.80 
2.56 
2.28 
2.14 
1.72 
1.71 
1.32 
1.24 
1.06 
0.95 
0.83 
0.80 
0.69 
0.52 
0.57 

m 

0.3365 
0.3560 
0.4025 
0.3878 
0.4166 
0.3988 
0.4678 
0.5105 
0.4713 
0.4968 
0.5090 
0.4994 
0.5071 
0.6966 
0.6078 

Correlation 
coefficient 

0.987 
0.990 
0.995 
0.992 
0.985 
0.992 
0.998 
0.992 
0.998 
0.999 
0.999 
0.990 
0.993 
0.995 
0.998 

4 0 r 

30 

T w (x ) -T 0 

20 

10 

50 100 150 200 
Height, x(mm) 

250 300 

Fig. 4 Temperature variation data for four different data sets where b-
12.7mm. The thermocouple data is from the left wall (A ) and the right 
wall (o) for Ra = 379 (upper set) and Ra = 196 (lower set). The in-
terferometry data is from the left wall (o) and the (•) for Ra = 397 
(upper set) and Ra = 191 (lower set). 
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Fig. 5 Dimensionless plate temperature variation data compared with 
equation (4) and Table 2 

time different than the thermocouple data. Differences in 
ambient conditions resulted in each set having slightly dif­
ferent average property values with consequent differences in 
the calculated Rayleigh number (379 versus 397 for the upper 
curve and 196 versus 191 for the lower curve for thermocouple 
data and interferometric data, respectively). This undoubtly 
accounts for part of the scatter shown in Fig. 4. For this 
reason we treated each data set, whether interferometric or 
from thermocouple readings, as a separate set. The data 
shown in Fig. 4 is representative of all fifteen data sets in­
vestigated. 

The variation of the local Nusselt number with respect to 

the Rayleigh number was first investigated. A correlation for 
the local Nusselt number in terms of the Rayleigh number and 
the dimensionless geometric ratio (L/x) was developed by 
analyzing the asymptotic limits. 

The local Nusselt number for large b (a single plate) and for 
small b (fully developed flow) is given by 

Nu(x) -(I)' Ra" (3) 

with C, m, and n for a fluid with Pr = 0.72 tabulated in Table 
1. We postulate that 0.2<w<1.0 and 0.2<n<0.5 for flows 
occurring between these two limiting cases. Since 
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Fig. 6 Experimentally determined values of the exponent m of 
equation (4) from Table 2 
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Fig. 7 Experimentally determined dimensionless maximum tem­
perature rise from Table 2 compared with finite difference result of 
reference [4]. The cross, + , represents an error tolerance of ±5 and 
±10 percent placed on Nu and Ra, respectively. 

Nu(L) = Tw(x)-T( 

Nu(x) TW(L) -Tn \LJ 
(4) 

plate temperature variation data may be used to determine m 
and Nu(L), which is the inverse of the maximum plate tem­
perature in dimensionless form, by plotting the measured 
values of Nu(x) versus x/L in logarithmic coordinates. Table 2 
lists the values of m and Nu(L) as calculated from the data 
using a least squares fit of equation (4). Column 5 of that 
table shows the correlation coefficient for the data. As can be 
seen, excellent correlation of the data is achieved. Data 
labeled A-E in Table 2 corresponds to the data shown in Fig. 
3 while data labeled 1-10 were derived from thermocouple 
measurements. 

A plot of equation (4) is shown in Fig. 5 for five data sets, 
with m values taken from Table 2. The upper and lower 
bounds, representing the single-plate and fully developed 
conditions, respectively, are also included. Also shown are 
analytical results from reference [4] for Ra = 2414 and 3.50. 
Our fit for Ra = 2414 falls approximately 5 percent above the 
corresponding result taken from reference [4]. 

Figure 6 shows the variation in exponent tn with changes in 
Rayleigh number. It can be seen that the exponent varies 
continuously between the two limiting conditions, although it 
is probably not practical to fit an empirical curve through the 
points. 

Figure 7 shows a plot of experimentally determined 
dimensionless maximum temperature variation of the plates, 
l/Nu(L), from Table 2 plotted with 1/Gr. The results are 
compared with Aung et al.'s [4] numerical results using their 
coordinates. The crosses near the left edge of the data (single 
plate limit) and right end of the data (fully developed limit) 
represent our tolerance bands on Nu and Ra (or Gr) of ± 5 
percent and ±10 percent, respectively. The data are in good 
agreement with Aung et al.'s numerical results. 

Nu(L) 

0.1 

- NuJL), Eq.(6) 

Nu0(L),Eq.(8) *£^*'S^^ 

: 2 ^ ^ E q . ( 7 ) 
: .-tJ^^^-Eq.O), P=1.4,C,=0.85 

^^^^ 

' 
1.0 10* 10" 

Ra 
Fig. 8 Plate top Nusselt number, Nu(L) data from Table 2 compared 
with predictions of equation (7) and equation (9) 

Since Nu(L) does not plot as a straight line when plotted 
against Ra on logarithmic coordinates, the exponent n in 
equation (3) with x=L is not a constant. A power-law fit is 
not appropriate. However, two well-defined asymptotic limits 
for the heat transfer exist so that it is appropriate to use the 
procedure suggested by Churchill and Usagi [11] for 
correlating the heat transfer data. 

Churchill and Usagi suggest that under these circumstances, 
the heat-transfer correlation takes the form 

[NU(Z.J = [ N U 0 ( L ) l^Nu^r (5) 

where Nu0 and Nu^ are the plate Nusselt numbers at the fully 
developed and single plate limits, respectively, and P is 
empirical. 

Close inspection of Aung's result shown in Fig. 7 reveals 
that Nu(L) is asymptotic to the line 

Nuo o(L)=0.577Ra c u (6) 

which is about 10 percent higher than equation (3), using 
C = 0.52 given in Table 1. One can argue that if the plates are 
truly modeling channel flow, the fluid between the plates will 
exhibit movement due to the pressure gradient term in the x-
direction, contrary to the single plate no-flow situation for the 
fluid far from the plates where the vertical pressure gradient is 
hydrostatic everywhere. This would account for the slightly 
higher value of Nu(L) found for large Ra. 

A least squares fit of the data in Table 2, using equation (6) 
for Nu*, and C = 0.144 with n = 0.5 from Table 1 for Nu0, 
gives P = 3 with a rms relative deviation, a, of approximately 
6 percent. (The optimum value is actually P = 2.7, but the 
improvement over P = 3 is negligible). Equation (5) then 
becomes 

Nu(L) = 
0.144Ra° 

(7) 
[l+0.0156Ra0-9]0-33 

This result is shown in Fig. 8, along with the data of Table 2. 
Equation (7) is asymptotic to the fully developed expression 
and the Nu(Z-) calculated is less than 0.01 percent below 
Aung's fully developed expression [3], 

Nu0(L) = 0.144Ra05 (8) 

at Ra<0.144 (this corresponds to the limit Gr<0.2 for fully 
developed conditions with air cited previously). In fact, 
equation (7) is within less than 1 percent of equation (8) for 
R a < 2 . 

For large Ra (large £>), equation (7) is asymptotic to 
equation (6). The two equations make predictions that fall 
within 1 percent of each other for Ra>2500. 

It is tempting to repeat the above procedure for the local 
Nusselt number. The equation would have the form 

L 
Nu(*) = 0 .144-Ra 

x "H^r-n (9) 
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Fig. 9 Dimensionless plate temperature variation data compared with 
equation (9) and limiting conditions for three different Rayleigh 
numbers: -C: = 0.577, P = 3; -C^ =0.847, P = 1.4;--single plate limit; 
- •• - , fully developed limit 

where Cx = 0.577 if equation (6) is the appropriate asymptote 
for large Ra (large b). At x = L, equation (9) reduces to 
equation (7) when P = 3. However, equation (9) represents an 
additional assumption in the x/L—0 has the same effect as 
Ra—co. That is, equation (9) indicates that the entry region 
flow is the same as convection adjacent to a single plate 
bounded by a quiescent fluid with hydrostatic vertical 
pressure gradient. This certainly would not be true for closely 
spaced plates, even very near the entrance, since then the 
vertical pressure gradient induced by the heating pumps the 
fluid in the center of the slot upward. As a check on equation 
(9), we have plotted the dimensionless temperature rise 
(equation (9) normalized by itself with x = L) in Fig. 9 with P 
= 3. The model fails near the leading edge, with a for all data 
collected equal to 26 percent. Figure 9 shows that some im­
provement in the rms relative deviation between the tem­
perature data, and equation (9) may be achieved by adjusting 
C, (and P). This is equivalent to changing the large Ra 
asymptotic limit. When this is done, a = 10 percent for C1 = 
0.85, P = 1.4. However, then the model fails at the exit. This 
is shown in Fig. 8 where Nu(L) from equation (9) (with P = 
1.4, C, = 0.85) is plotted. The equation clearly does not fit 
the data well over the range 10<Ra<10 3 . Furthermore, the 
equation approaches the wrong asymptote as Ra— oo. 

Also of interest is a comparison of the present result with 
results obtained for convection from isothermal parallel 
plates [6]. In order to do this, equation (7) is recast in terms of 
Rayleigh number based on maximum temperature variation 

„ _g&(Tw(L)-TQ)bA 

voiL 
(10) 

The large Rayleigh number limit (equation (6)) becomes 

rg/3[Tw(L)-T0]b4 qb ] " 5 

Nu„(L) =0.577 
vaL •T0]k-

or 

N u „ ( L ) = 0.503 Ra°r25 

Similarly equation (8) becomes 

Nu0(Z,) = 0.0207Ra7-

and finally equation (7) becomes 

0.021Ra7-Nu(Z) = 

(6') 

(8') 

(7') 
[ 1 + 7 x 1 0 " iwi r-

Rohsenow [12] has used Churchill's fitting technique to 
correlate Elenbaas's [6] data for parallel isothermal plates, 
arriving at an equation which is very similar to equation (7'). 
In terms of the present notation it is 

0.042Rar Nu(L) = (12) 

(11) 

[ l+5 .25xl0~ 3 Ra r
L 4 6 ] 0 - 5 1 3 

Equations (7') and (12) are compared in Fig. 10. It can be 
seen that the isothermal calculation results in a higher Nu(Z,) 
(and consequent lower plate temperature rise for given 
quantity of heat removed per plate) than the constant heat 
flux calculation. The band width between the two results is 
approximately 50 percent at the fully developed (small Ra) 
limit and approximately 20 percent at the large Ra limit. The 
actual band width for small Ra is expected to be larger in the 
light of Sparrow and Bahrami's [8] findings, since their 
measured Nu was considerably higher than Elenbaas's as 
Ra—0. A practical situation would have thermal boundary 
conditions which are neither isothermal nor constant heat 
flux. It is expected that the heat transfer would lie in the band 
between the two results shown in Fig. 10. 

Conclusions 

The experimental results for natural convection from 
constant heat flux parallel plates obtained in this study are in 
close agreement with the finite difference calculations of 
Aung et al. [4]. The data points are well bounded within the 
expected experimental uncertainty of ±5 percent and ±10 
percent placed on Nusselt and Rayleigh numbers, respec­
tively. From the experimental results, a design equation 
(equation 7) was found which spanned the entire experimental 
flow regime. Equation (7) predicts the local Nusselt number at 
the top of the plate when air is the working fluid. From this 
information the maximum temperature variation of the plates 
may be calculated for a given plate geometry and plate heat 
flux. 

Inspection of equation (7) showed that the measured heat-
transfer performance is within 1 percent of Aung's fully 
developed flow prediction for R a < 2 so that systems with 
0 < R a < 2 may be treated as having fully developed flow. On 
the other hand, for Ra>2500, the data is 10 percent higher 
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than predictions based on a single plate residing in a quiescent 
fluid medium. The plates interacted even at these large 
Rayleigh numbers (large b). 

A correlation similar to equation (7) for the local Nusselt 
number variation over the entire plate height was not suc­
cessful in that the entry flow may not be treated in the same 
way as flow where the plates are spaced far apart. In any case, 
the local Nusselt number (and plate temperature variation) 
may be easily calculated using equation (7) and equation (4) in 
conjuction with Fig. 6. 

A comparison with experimental results for natural con­
vection between isothermal parallel plates showed the q-
constant Nusselt number to be about 20-50 percent lower than 
the isothermal result if the maximum temperature variation is 
used as the characteristic temperature of the system. These 
two results (equation 7 and equation 12) may serve as bounds 
for situations where the thermal boundary conditions are 
neither isothermal nor constant heat flux. 
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Two-Dimensional Study of Heat 
Transfer and Fluid Flow in a 
Natural Convection Loop 

A study has been made of the heat transfer and fluid flow in a natural convection 
loop. Previous studies of these systems have utilized a one-dimensional approach 
which requires a priori specifications of the friction and the heat-transfer coef­
ficients. The present work carries out a two-dimensional analysis for the first time. 
The results yield the friction and the heat-transfer coefficients and give their 
variation along the loop with the Graetz number as a parameter. Comparison is also 
made with experimental data for the heat flux and good agreement is obtained. 

Introduction 

A study has been made of the heat transfer and fluid flow in 
a laminar natural convection loop which is created by heating 
from below and cooling from above. The driving force for a 
natural convection loop results from the density difference 
between the lower and the upper portions of the loop. 
Previous studies of such loops have utilized a one-
dimensional approach by averaging the governing equations 
over the cross section (see Creveling et al. [1, 2], Damerell and 
Schoenhals [3], Greif, Zvirin, and Mertol [4], and Bau and 
Torrance [5]). Studies on a number of natural convection 
loops have been carried out by Keller [6], Welander [7], 
Japikse [8], Zvirin et al. [9-11],, Torrance et al. [12, 13], 
Huang [14], Gillette et al. [15], and Mertol et al. [16, 17]. 
Natural convection loops, in general, have many applications 
including the production of geothermal energy, solar heating, 
and the emergency cooling of nuclear reactors. Although 
most applications involve turbulent flows, many laminar 
natural convection flows do appear, particularly in solar 
systems. 

The present work differs from the previous studies of 
natural convection loops in that a two-dimensional analysis is 
carried out for the first time. It is noted that the previous 
studies which followed a one-dimensional approach required 
a priori specifications of the friction and the heat-transfer 
coefficients, / and h, respectively. One result of the present 
study is that the Graetz number, Gz, now emerges as a 
parameter, and it is shown that the quantity/Re varies as a 
nonmonotonic function of Gz. Another common assumption 
has been the use of a constant heat-transfer coefficient, h. The 
present results show the variation of h with respect to distance 
along the thermosyphon with Gz as a parameter. Results have 
also been obtained for the detailed temperature and velocity 
profiles, as well as for averages of these quantities. Lastly, 
comparison with the experimental data of Creveling et al. [1, 
2] shows good agreement. 

Analysis 

The analysis which follows is for the determination of the 
velocity and temperature profiles in a toroidal thermosyphon. 
The loop is heated continuously by a constant heat flux, q, 
over the bottom half and is cooled continuously over the top 
half by transferring heat to the surface which is maintained at 
the constant temperature, T„. (see Fig 1). Variations in both 
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the radial, r, and axial, d, directions are considered. Axial 
symmetry is assumed and axial conduction, viscous 
dissipation, and the effects of curvature have been neglected. 
Fluid properties are assumed to be constant except for the 
evaluation of the density in the buoyancy term of the 
momentum equation. The flow is assumed to be laminar and 
to be in the axial, 6, direction; i.e., radial and azimuthal 
velocities are neglected. With these assumptions, we obtain 
from the equation of continuity for incompressible flow that 
the velocity in the ^-direction is only a function of the radius: 

v = v(r) 

The momentum equation in the ^-direction is given by 

0 = -
1 dp 

- pg cos 6 + 
H d ( dv kV> 

(i) 

(2) 
R dd "° ' r dr 

Integrating equation (2) along the loop and using the relation 
p = pw[l - P(T — T„)] in the buoyancy term yields 

0 = ^ ( \T-T„) cos Bdd + J 
lit Jo \ 

d2v 1 
dr2 r dr ) (3) 

Note that the pressure term has been eliminated by the in­
tegration around the loop. Consequently, the use of the 
momentum equation in the /'-direction is not required. The 
energy equation is given by the following relation: 

v dT fd2T 1 dT\ 

R dd 

Note that axial conduction is neglected. 
Equations (3) and (4) must be solved simultaneously subject 

to the following boundary conditions: 

Constant wall 
temperature , T „ 

Cool ing 
water 

0,2TT out 

Fig. 1 The circular, toroidal natural circulation loop 
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dv 

dr 
I dT 

(5a) V 2irc/* / (7) 

v(a)=0 

T(a,6)=Tw for O < 0 < T T 

dT 

(5b) The Graetz number, Gz, and the characteristic Reynolds 
/<5C\ number are defined by 

dr 
= q for 7r<e<2ir (5d) Gz = Rec/lPr 

< 
2a \ 2pwca2V 

2-KR •wkR 
Re,, 

pwV2a 

Equations (3-5) are made dimensionless according to the T h e dimensionless form of equations (3-5) then becomes: 
following definitions: 

T~T„ v 
,—» w = - , 

qa/k V 
0=. * = • and r/ = £Gz' (6) 

where V is the characteristic velocity defined by Creveling et 
al. [1] 

0= I <t>cos6d6+ — ( 
J0 IT \ 

34> _ 2 / 
IT V 

cfiw 1 
+ — 

dw 

m 
dw 

q=Const-

d24> 

= 0 = 
dr) U=o 

w(Gz'/!) = 0 

dr,2 

1 
+ — 

d<t> 
dri 

•q dr. 

dr, ) 

1 

|,=o 

(8) 

(9) 

(10) 

(llfl) 

(11*) 

ii 

"T l l i I i i i r 

-Gz=8.00 

•2.67 

1.60 

J — i i i 

Fig. 2 Nusselt number variation along the loop for different Graetz 
numbers 

0,0 0,5 
e-r/a 

Fig. 3 Velocity distribution 

1.0 

N o m e n c l a t u r e 

a = radius of thetoroid, Fig. 1 
c — specific heat 
/ = friction coefficient, equations 

(12) and (13) 
G = mass flow rate 

Gz = Graetz number, equation (8) 
g = acceleration of gravity 
h = heat-transfer coefficient, 

equation (15) 
k = thermal conductivity 

Nu = Nusselt number, equation (15) 

Pr = Prandtl number, — 
k 

p = pressure 
q = heat flux 
R = radius of the circular loop (see 

Fig. 1) 
Re = Reynolds number, equation 

(14) 
Rec/, = characteristic Reynolds 

number, equation (8) 
r = radial space coordinate, r = 0 

is center of tube 

T = temperature 
V = characteristic velocity, 

equation (7) 
v = velocity 
v = cross-sectional average 

velocity 
w = dimensionless velocity, 

equation (6) 
w = dimensionless cross-sectional 

average velocity 

Greek Symbols 

a = thermal diffusivity, 
pwc 

/3 = thermal expansion coefficient 
?; = dimensionless modified radial 

space coordinate, equation (6) 
6 = axial space coordinate 
Ii. = absolute viscosity 
J = dimensionless radial space 

coordinate, equation (6) 

p = density 
<j> = dimensionless temperature, 

equation (6) 
<j>b = dimensionless bulk tem­

perature, equation (16) 
<t>„ = dimensionless wall tem­

perature for the lower loop 

Subscripts 

0 = location at d = 0 
1 = location at r = 0 (£ = 0) 
b = bulk 

ch = characteristic 
/' = axial space step in the finite 

difference equations 
j = radial space step in the finite 

difference equations 
M = location at 6 = 2w 
N = location at/- = a (£ = 1) 
w = wall 
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4>(GzVl ,6) = 0 for O < 0 < T T 

^— . ,,, =Gz for ir<d<2Tr 

(He) 

(Hd) 
dr, U=GZI/2 

In terms of presenting results the friction factor and the 
Nusselt number are also calculated. The friction factor, / , is 
defined by 

/ = -

dv 

~dr 
(12) 

:Pwv 

where i; is the average velocity over the cross section given by 

v = I v(r) 2irrdr/m2. 

On a dimensionless basis,/becomes 

4 Gz1/2 e?w 

rule and the derivatives were evaluated by using the backward 
difference formula. The governing equations are 

r 1 M~l 

+ T L 2 <S>0J c o s ( 0 ) + S *<'.; cos(/A0) 

+ ^M,yCOs(MA0)]A0(Ar,) 2] / (2- - 1 ) (17) 

and 

f 2 A0 r 

•—(-7)]]/h4^(-j)]™ 
11 = 0 2 ' ' Re vv C?T) 

where tv is the average dimensionless velocity over the cross 
section, 

(13) The following boundary conditions have been used: 

2 p Gz1'2 

Vv=i}/K= — I Wnd-n, 

Gz J o 

and Re is the Reynolds number defined by 

_ pwv2a _Gzw /2nR\ 

H Pr \ 2a ) 

The Nusselt number is defined by 

(14) 

NU(0) : 
h(6)2a 

k 

2GZ17 

4>6 

2 

2 d</> 
drj 

for TT 

,= Gz"2 

<0<2ir 

for O<0<?r 

(15«) 

(156) 

where the bulk temperature, 4>b, is defined by 

2 (• Gz1/2 

* 6 = ^ ^ ] 0 0(I),0)W(IJ)IJO?IJ (16) 

Method of Solution 

The governing equations, equations (9) and (10), have been 
solved numerically by using a finite difference method to 
calculate the temperature and the velocity distributions. The 
integral in equation (9) was evaluated by using the trapezoidal 
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Fig. 4 Average velocity as a function of the Graetz number 
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Fig. 5 Friction coefficient as a function of the Graetz number 

Fig. 6 Wall temperature variation along the heated region of the loop 
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Fig. 7 Temperature distributions inside the loop 
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(/) Symmetry conditions at the centerline, 17 = 0 (£ = 0 ) , for 
the velocity: 

VV0 = Wj + 
7T f l 

[ 2 *o.o c o s ( ° ) + Z / */.o cos(/A0) 

+ 2 V o cos(MA0)] A ^ A T ? ) 2 

and for the temperature: 

T . 8 A0 "1/r 8 Ad 1 

(19) 

(20) 

(//*) Boundary conditions on the surface, r\ = Gz 1 / 2 (£ = 
1) (except at the locations 8 = 0, 2ir and 8 = ir) for the 
velocity: 

w,v = 0 (no slip condition) (21) 

and for the temperature: 

</>,,„ = 0 for Q<6<% (22a) 

Using an energy balance for the heated region yields 
(neglecting axial convection), 

0;,/v = 0 / , /v - i+A>)Gz- 1 / 2 for -K<6<2% (226) 

Energy balances on the surface (£ = 1) are made at the 
locations 8 = 0, 2ir and 8 = IT. The resulting relations are 
given by (neglecting axial convection because of the vanishing 
velocity): 

A T ) G Z - | / 2 

PM.N — <PM,N- 1 ( 2 - A T / G Z -
at = 0, 2TT 

and 

0M/2./V 

where 8 

•1 + -
Ar/Gz-

at 
( 2 - A ? j G z ~ l / 2 ) 

iAB, n = jAri, 2TT = MA8 and Gz 1 / 2 

(23a) 

(235) 

NAr) 

Equat ions (17-23) were solved by initially assuming parabolic 
velocity and temperature distributions and iterating until 
convergence was obtained. A space increment of Ad equal to 
7r/40 was used for all the calculations. Different values of the 
space increments in the radial direction, A£, were used. For 
the larger values of the Graetz number, A£ ~ 0.025 and for 
the smaller values of the Graetz number, A£ - 0.05. 
Calculations were made to check the sensitivity to the space 
increments and showed variations for the velocity and 
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Fig. 8a Centerline (r = 0) temperature variation along the loop 
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Fig. 8b Temperature variation at r = all along the loop 

temperature distributions of less than 5 percent. With respect 
to the calculations, it is also noted that for the cylindrical 
control volume adjacent to the wall, axial convection was 
neglected. This leads to an energy balance in the heating 
region that is correct to first order, cf. equations (22£>), (23a), 
and (236). It is also noted that the backward difference 
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formulation for the axial convection term generates a 
numerical diffusion. However, a Taylor series expansion 
shows that this false diffusion is of the order of (AS)2 which is 
smaller than the principal terms (see equation (18)). This is in 
accord with the sensitivity statement given above concerning 
the space increments. 

Results and Discussion 
The steady-state behavior of a natural circulation loop 

which is heated uniformly over the lower half and cooled by 
maintaining a constant wall temperature over the upper half 
has been investigated (see Fig. 1). A two-dimensional, axially 
symmetric model was used with the independent variables, £ 
(or i;), for the radial coordinate, and, d, for the axial coor­
dinate, and the parameter, Gz (defined in equation (8)) which 
is equal to the Graetz number. The characteristic velocity, V, 
results from buoyancy so that it is also possible to relate the 
Graetz number to a Grashof number, Prandtl number, and a 
diameter to length ratio. However, it is more convenient to 
use the Graetz number in this study. 

Note that axial conduction has been neglected. This is a 
good approximation for large values of the Peclet number, 
Pe, where Pe = Gz (2irR/2a). For slug flow, the effects of 
axial conduction should be considered for 0 < Pe < 100 [18]. 
For the experimental loops of references [1-3], a = 0.015 m 
and R = 0.38 m; this would correspond to the range 0 < Gz 
< 1.25. (This range may be altered for the present velocity 
profiles which result from buoyancy.) It would therefore 
appear that the effects of axial conduction are of importance 
for the lower values of the Graetz number; i.e., Gz = 0.4 and 
0.8. It is noted that the range of values of the Graetz number 
for the experimental data [I, 2] is 44 < Gz < 172 (cf. Fig. 10) 
which should be consistent with the omission of axial con­
duction. 

The increase in the heat transfer for increasing values of the 
Graetz number is clearly shown in Fig. 2 in both the heating 
region (ir < 6 < 2ir, qw = const = q) and the cooling region 
(0 < 6 < 7T, Tw = const). For small and moderate Graetz 
numbers, the local Nusselt number approaches the values 4.36 
and 3.66 for the heating and cooling regions, respectively. 
Note that these values are the asymptotic values for fully 
developed laminar flow inside a circular straight tube for 

uniform heating and for constant wall temperature, 
respectively. 

The behavior of the velocity profile, w(£), and the average 
cross-sectional velocity, w, is shown in Figs. 3 and 4 for 
various values of Gz. As can be seen from the figures, the 
average velocity (or the flow rate) increases initially with the 
Graetz number, due to the increase of the buoyancy driving 
force (as explained above by the relation between the Graetz 
and Grashof numbers) and the decrease in friction (cf. Fig. 5). 
As Gz is further increased the resistant friction force in­
creases, as can be seen from the increase in the velocity 
gradient at the wall in Fig. 3 (cf. Fig. 5). The increase in 
friction for increasing values of the Graetz number coupled 
with the accompanying effect of smaller temperature dif­
ferences, causes the flow rate to increase at a slower rate so 
that the average velocity, w, reaches a maximum and then 
decreases (cf. Fig. 4). For completeness, it is noted that for 
forced laminar flow,/Re = 16. 

At this point we wish to refer to the experiments of 
Damerell and Schoenhals [3] and their visual observations in 
the cooled region (close to the connection between the heated 
and cooled sections, i.e., at 0 « 0 + ). They concluded that at 
this location the axial velocity, v, near the surface of the tube, 
was in a direction opposite to that of the main flow. The 
theoretical velocity profiles shown in Fig. 3 differ from these 
observations and this is felt to be a consequence of neglecting 
the radial and azimuthal components of the velocity as 
specified in obtaining equation (1). It is possible that this 
effect is most pronounced at the location noted and is of less 
significance in the rest of the loop. Accordingly, the inversion 
of the velocity profile has not been treated in this study. 
Further discussion of the velocity is given later in connection 
with the comparison of the theoretical results with the ex­
perimental data of Creveling et al. [1, 2]. 

Figure 6 shows the increase of the wall temperature in the 
heated region with increasing 6, i.e., as the fluid moves 
through and is heated in this region. The increase becomes 
smaller as the Graetz number, which characterizes the relative 
buoyancy effect, increases. As noted above, the heat transfer 
increases with Gz which results in smaller temperature dif­
ferences (also see Fig. 7). This figure shows the change in the 
temperature distribution around the loop. 

Table 1 Average velocity, bulk temperature, and friction coefficient for different Graetz numbers 

<t>b(8) 

Gz 

0.4 

0.8 

1.6 

2.0 

2.7 

3.2 

4.0 

8.0 

10.0 

15.0 

20.0 

50.0 

100.0 

150.0 

200.0 

500.0 

1000.0 

w 

0.775 

0.831 

0.893 

0.908 

0.922 

0.928 

0.933 

0.923 

0.915 

0.890 

0.867 

0.772 

0.714 

0.672 

0.642 

0.557 

0.503 

0 = O,2TT 

12.186 

5.725 

2.688 

2.145 

1.638 

1.399 

1.169 

0.702 

0.607 

0.473 

0.400 

0.246 

0.174 

0.144 

0.126 

0.087 

0.069 

0=7i72 

0.001 

0.047 

0.224 

0.280 

0.331 

0.349 

0.358 

0.332 

0.311 

0.273 

0.247 

0.175 

0.135 

0.117 

0.105 

0.077 

0.064 

6=ir 

0.157 

0.074 

0.060 

0.078 

0.111 

0.136 

0.163 

0.226 

0.223 

0.210 

0.197 

0.152 

0.122 

0.107 

0.097 

0.074 

0.062 

0 = 3x/2 

6.215 

2.932 

1.390 

1.124 

0.884 

0.775 

0.672 

0.470 

0.420 

0.345 

0.301 

0.200 

0.148 

0.126 

0.112 

• 0.081 

0.066 

< M 0 ) - < M T ) 

12.029 

5.651 

2.628 

1.021 

1.527 

1.263 

1.006 

0.476 

0.384 

0.263 

0.099 

0.094 

0.052 

0.037 

0.029 

0.013 

0.007 

/Re 

15.00 

14.64 

14.39 

14.41 

14.54 

14.71 

15.02 

16.75 

17.56 

19.35 

20.85 

26.74 

35.01 

39.79 

43.54 

57.28 

68.11 
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The temperature variation with respect to 6 on the axis (r = 
0), at the mid-distance to the wall (r = a/2) and the bulk 
temperature, are shown in Figs. 8(a), 8(Z?) and Table 1. As can 
be seen for short axial distances, the centerline temperature 
continues to increase in the cooling section, due to radial 
conduction from the hotter fluid. This effect is reversed as the 
cooling from the wall penetrates into the fluid and the cen­
terline temperature then decreases. The maximum tem­
perature becomes higher and is reached sooner (for smaller 
values of 6) as the Graetz number decreases. This is due to the 
effect of increasing velocities with greater buoyancy effects, 
as noted above. For completeness, detailed radial temperature 
variations are presented in Figs. (9a-9d) for various locations 
around the loop. 

The numerical results of the present work are compared to 
the experimental results of Creveling et al. [1, 2] in Fig. 10, 
where the mass flux G = p Vw is plotted versus the heat flux 
input, q. The comparison is made in the laminar regime only. 
Average properties of the fluid (water) were taken at the 
average loop temperature as reported in [2]. The agreement 
between the numerical results and the data is very good. It is 
noted that at the higher values of q in Fig. 10, the flows are 
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unstable, with growing oscillations and reversed flow. It was, 
therefore, difficult to accurately determine the flow rates and 
fluid temperatures in this range. For completeness, results 
based on one dimensional theory are also presented in Fig. 10. 
The fully developed flow relations,/ = 16/Re and h = 1.83 
k/a, were used in obtaining this result [4]. Creveling et al. [1, 
2] used different relations, but the disagreement between the-
one-dimensional theory and the data was still large. 

In Fig. 10 it is seen that the mass flux G = pVw increases 
with respect to the heat input, q. The experimental range of 
values of the Graetz number [1, 2] is 44 < Gz < 172, and it is 
noted that over this range the calculated values of w decrease 
for increasing Gz (cf. Fig. 4). The calculated increase of the 
mass flux, G = pVw, with respect to the heat input, q, results 
from the stronger increase in V with respect to q, i.e., V ~ 
q'A-

Conclusions 
The steady-state velocity and temperature distributions in a 

natural circulation toroidal loop have been obtained by a 
numerical solution of the coupled two-dimensional con­
tinuity, momentum, and energy equations. A single 
parameter, the Graetz number, Gz, (related to the Grashof 
number) governs the motion in the loop. The solutions were 
used to obtain the friction and the heat transfer. It was found 
that the friction parameter, /Re, varies significantly as a 
function of the Graetz number. The local Nusselt numbers in 
the heated and cooled sections decrease with axial distance, 6. 
For small and moderate Graetz numbers, Nu approaches the 
forced convection values 4,36 and 3.66 for constant heat flux 
and constant wall temperatures, respectively. The heat 
transfer increases for increasing values of the Graetz number 
and this is accompanied by smaller temperature differences. 
The present numerical predictions have been compared with 
the existing data for the steady state flux and good agreement 
has been obtained. 
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Effect of Thermal Boundary 
Conditions on Natural Convection 
in Vertical and Inclined Air Layers 
Measurements of the heat transfer by natural convection across vertical and in­
clined air layers are reported. The air layer is bounded by two parallel isothermal 
flat plates and around the edges by a low thermal conductivity wall of thickness B. 
A critical wall thickness Bc was determined by solving the two-dimensional con­
duction equation in the bounding wall region: for B>BC the convective heat 
transfer should be insensitive to B. Measurements are reported for air layers with 
B>BC and an aspect ratio of 5. They cover a range in Rayleigh number from 103 to 
10s, and a range in orientation from horizontal to vertical. The effect of the 
emissivity of the bounding wall on the heat transfer across the air layer was 
evaluated from measurements obtained respectively with a low and a high value of 
the wall emissivity. The paper proposes terminology required to define the thermal 
conditions, and discusses the impact of these boundary conditions on the total heat 
transfer. 

1 Introduction 

As pointed out by Catton [1], the Nu-Ra relation for free 
convective heat transfer across a rectangular fluid layer, such 
as sketched in Fig. 1, depends on a long list of parameters — 
for example, the Prandtl number, the angle of inclination, <f>, 
the vertical aspect ratio, A, and the horizontal aspect ratio, 
AH. This list must also include parameters that fix the 
thermal boundary conditions on the fluid along the end walls 
(see Fig. 1), and the side walls (the walls limiting the 
horizontal aspect ratio). Theoretical studies of the problem 
have most often assumed that either a linear temperature 
profile (LTP) is established at these walls, or that the walls are 
perfectly adiabatic. In real engineering systems or in an ex­
perimental apparatus, however, these ideal conditions can 
only be approached. If the fluid is air, a close match to the 
LTP is readily realized1, but a close match to the adiabatic 
condition would require that the conductivity of the wall be at 
least an order of magnitude smaller than the thermal con­
ductivity of air. Since such wall materials do not exist, the 
adiabatic condition is not attainable for air. Not all 
engineering problems involving air can be modeled as having 
an LTP boundary condition, so there is a need to study 
another, more realistic, class of wall boundary conditions. 

When the aspect ratios A and AH are large the thermal 
boundary conditions at the walls are unimportant, but for 
small values of A or AH there is ample evidence [5-9] that the 
thermal boundary conditions have a dramatic effect on the 
free convection. Boundary conditions, neither LTP nor 
adiabatic, were treated theoretically by Catton [5] who 
analyzed the stability problem at </> = 0 for A < 1 and B<<L. 
He found a monotonic increase in the critical Rayleigh 
number from that for R = kw/k = 0 to that for R = oo, with the 
latter exceeding the former by 70 percent. For the same class 
of problem, Edwards and Sun [10] demonstrated that the 
radiative transfer at the walls has a very important effect on 
the free convective heat transfer. Koutsoheras and Charters 
[6] defined a set of boundary conditions whereby the tem­
perature and the heat flux at the lower face of the bottom wall 
must match that at the lower face of the upper wall. This 

For example a relatively thin flat sheet of metal may be thermally bonded to 
the plates at each end [2, 3]; ElSherbiny [4] has developed a relation giving the 
necessary thickness of this sheet. 

Contributed by the Heat Transfer Division and presented at the 20th 
ASME/AIChE Heat Transfer Conference, Milwaukee, Wisconsin, August 2-5, 
1981. Manuscript received by the Heat Transfer Division May 11, 1981. 

boundary condition is appropriate to an array of air cells such 
as may be used in solar collectors [11, 12, 13]. 

The present paper suggests two new boundary conditions. It 
emphasizes the need for reporting all the relevant dimen-
sionless groups when presenting results, and the need to 
account for heat transfer induced outside of the air layer due 
to convection in the air layer. Finally it reports a set of 
measurements of the Nu-Ra relation for A =AH = 5 and one 
of the suggested boundary conditions. The primary goal of 
the paper is to provide a better understanding of the in­
teraction between the boundaries and the fluid flow, and to 
introduce meaningful terminology, so that designers, ex­
perimentalists, and analysts can better understand the needs 
of each other. 

2 Qualitative Discussion of Effect of Thermal 
Boundary Conditions 

Considered here is the situation where the fluid is bounded 
by a rectangular solid of thermal conductivity, kw, thickness, 
L, and width, B, as sketched in Fig. 1. The faces of the solid 
that are in contact with the hot and cold plate are at tem­
peratures Th and Tc, respectively. The face opposite the fluid 

UPPER END WALL-

1SOTHERMAU FLAT 
PLATES 

Fig. 1 

HORIZONTAL 

Schematic of the cavity 
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has either an LTP from Tc to Th, forming the "extended 
LTP" boundary condition, or it is adiabatic, forming the 
"extended adiabatic" boundary condition. 

Natural convection will cause the fluid near the wall to take 
up a temperature profile usually different from the LTP. 
Figure 2 sketches some possible temperature and heat flux 
profiles in the fluid and the associated isotherms and heat flux 
lines in the solid. Radiation is (for the moment) neglected. At 
low Ra (Fig. 2(a)), natural convection is virtually eliminated; 
in this case both the fluid and the wall take up the LTP, and 
there is therefore no heat transfer between wall and fluid. At 
high Ra and 0 = 0, the fluid near the wall takes up the S-
shaped profile sketched in Fig. 2(b) [14]. Because the solid 
"tries" to impose a linear profile (dotted line in Fig. 2(b)), a 
local heat flux, q, flows from the wall to the fluid in the 
bottom half of the layer, and an equal heat flux flows in the 
reverse direction over the top half. (From the viewpoint of 
one looking at only the average heat flow, the fluid appears to 
have an adiabatic boundary, but the adiabatic condition is 
locally violated.) This heat flux forces the wall temperature 
near the fluid to move away from the LTP and toward the 
temperature profile of the fluid near the wall. The resulting 
higher gradients at the hot and cold faces of the wall cause a 
heat flux into the face of the wall at Th in excess of that which 
would flow if the fluid were stationary, i.e., in excess of the 
flux kwAT/L. This additional heat conduction constitutes a 
"convectively induced conductive heat transfer," or CICHT. 
For either of the limits kw -~ 0 and kw — oo, this induced heat 
transfer goes to zero. 

For the boundary layer regime at 0 = 90 deg, the tem­
perature profile of the fluid near the bottom wall is as sketch­
ed in Fig. 2(c). Because this wall is swept by fluid which has 
fallen down the cold plate, the fluid temperature near the wall 
is close to Tc over much of the width L [15], while the wall 
temperature again "tries" to be linear. This results in a heat 
flow from the wall into the fluid over the whole width L, as 
shown in Fig. 2(c). For constant property free convection, an 

equal quantity of heat flows from the fluid to the top wall. 
The heat exchange with the fluid results in a nonlinear 
temperature profile in the wall and in turn causes a CICHT, 
5gj in Fig. 2(c), which is into the wall on the hot face of the 
lower wall, and a CICHT, 8Q2, which is out of the wall 
(relative to the conduction in Fig. 2(a)) on the hot face of the 
upper wall. The algebraic sum of these two induced heat 
transfers (I5Q, I is normally larger than \5Q21) is the net 
CICHT. On the cold faces, the CICHT is negative (SQ4) on 
the bottom wall, and positive (8Q}) on the top wall. For 
constant property free convection, symmetry demands that 
SQi = 6Gs and 8Q2 = 5Q4 so that the net CICHT on the cold 
face is the same as that on the hot face. 

For the extended LTP and adiabatic boundary conditions, 
the dimensionless groups B/L and R = kw/k characterize this 
induced heat transfer and the dependence of the Nu-Ra 
relation on the thermal boundary conditions at the wall. The 
various heat-flux lines and isotherms in the wall are sketched 
in Fig. 2. If B/L is large, there exists a dimension Bc (see Fig. 
2(c)) representing the size of the region over which the heat-
flux lines in the wall are significantly distorted from those in 
Fig. 2(c). Roughly speaking, for B>BC (or B/L>BC/L) the 
induced heat transfer and the Nu-Ra relation will be in­
sensitive to B/L. The Appendix describes an analysis aimed at 
determining an upper bound for Bc, and the results of this 
analysis are shown in Fig. 3. The analysis treats the 0 = 90 deg 
situation of Fig. 2(c), which should have a higher Bc than that 
at 0 = 0. As a worst case, the fluid near the bottom was taken 
to have a temperature equal to Tc over the whole length of the 
spacing L. A constant heat-transfer coefficient h„ between the 
wall and the fluid was assumed to apply over this distance. An 
LTP was imposed on the solid at the face opposite the fluid-
wall interface, and the steady conduction equation over the 
solid was solved with these boundary conditions, yielding the 
local heat flux at the fluid-wall interface. Bc was taken as the 
smallest value of B such that this heat flux at the interface 
differed from that for B—oo by less than 1 percent. The value 

N o m e n c l a t u r e 

A 

B = 

5 , = 

Bi = 

8 = 
h = 

K = 

H 

k = 

ku, — 

L = 

aspect ratio, A =H/L 
hor i zon ta l aspect 
ratio, AH = W/h 
thickness of walls at 
periphery of air layer 
(see Fig. 1) 
value of B beyond 
which Nu is insensitive 
tofl 
Biot number, 
Bi = h„L/Kw 

acceleration of gravity 
average heat-transfer 
coefficient, plate to 
air, except in Ap­
pendix where h = h„ 
heat-transfer coef­
ficient between wall 
and fluid 
height of air layer, see 
Fig. 1 
thermal conductivity 
of fluid 
thermal conductivity 
of wall material 
spacing of plates 
bounding air layer (see 
Fig. 1) 

N = 

Nu = 

Pr 

Q = 

Qs = 

Q = 

Q = 

R = 

Ra = 

T„,TC = 

T 
1 m 

AT 

radiation-conduction 
group, N=4 oTl, L/k 
average Nusselt num­
ber defined by equa­
tion (1) 
Prandtl number of 
fluid 
heat flow over whole 
length, H+2B, consti­
tuting the plate and the 
wall at each end 
Q when air is station­
ary (i.e., at lowRa) 
local heat flux at the 
wall into fluid 
average value of q over 
length L 
ratio of thermal con­
ductivities, R = kw/k 
Rayleigh number 
based on L and AT, 
Ra = g/3ArL3/(ra) 
temperature of hot and 
cold plates bounding 
air layer, respectively 
(Th + Tc)/2 
T„-Tc 

SQi,8Q2, 
5(23, 5Q4 

W = 

x,y 

Greek Symbols 

convectively induced 
c o n d u c t i o n h e a t 
transfer in the walls 
surrounding air layer 
(Fig. 2) 
width of plate in 
direction normal to 
drawing of Fig. 1 
spacial coordinate in 
the wall, see Fig. 6. 

c p/ i ' tpc 

thermal diffusivity of 
fluid 
thermal expansion 
coefficient for fluid 
angle of tilt (see Fig. 1) 
kinematic viscosity of 
fluid 
dimensionless tem­
perature, 6= (T-
Tc)/(Th-Tc) 
emissivity of surface of 
wall facing the air 
layer 
emissivities of the hot 
and cold p la t e s , 
respectively 
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of hw is not known precisely, but it can be inferred to be 
roughly the same order as the h between the plate and the 
fluid, which is that in the definition of Nu. Thus, the hwL/kw 
in Fig. 3 can be approximately taken as equal to 2NuAR. For 
hwL/kw>~6, Bc/L is approximately 0.75, independent of 
hw. As k„ — oo, £<.—-0, provided only hw remains finite. It is 
concluded that provided B/L>0.75, R is the only group 
required to represent the wall-fluid interaction. 

The preceding arguments apply only if the fluid is opaque. 
If the fluid is transparent, like air, radiation must be con­
sidered, and, in general, a fully coupled convection-
conduction-radiation problem results. The relevant additional 
dimensionless groups characterizing this problem are the 
radiative-conductive number, N, the emissivities, e„, eph, and 
epc, and the ratio, Th/Tc. (The latter group is only important 
if it departs substantially from unity; since this rarely hap­
pens, it will be deleted in future group listings.) For k„ -co, a 
LTP boundary condition on the fluid is established regardless 
of the values oiN,ew, eph, and epc, (provided N is finite), and 
there is no radiative effect on the free convection and vice 
versa. However, if k„ —0, whereas for an opaque fluid the 
boundary condition on the fluid is adiabatic, for the trans­
parent fluid it is not adiabatic, because heat can be transferred 
from the fluid into the wall and then radiated to the plates. 
For simplicity, the following remarks on the radiative--
convective coupling will be limited to the situation where 
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Fig. 3 BCIL as a function of hv 
conditions 
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Bi = hwL/ k w 

Uk„ for the extended LTP boundary 

kw —0, although it will be clear that much of it applies for any 
finite k„. 
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Fig. 4 Measurements for vertical air layers showing effect of bound­
ary thermal conditions 

If both A and AH are large (say > 10), each point on the 
wall sees virtually the same radiant field; thus, at equilibrium, 
and in the absence of fluid conduction and convection, the 
wall would take up very close to a uniform temperature. If, in 
addition, ePh = tpc, this wall temperature Trw will simply be 
given by Trw = [(T„* + TC

4)/2]'A . For finite fluid conduction 
but with Ra so small that convection is eliminated, for over 
the half of the wall nearest the cold plate there will be a local 
radiative transfer to the wall equal to the local heat loss by 
conduction to the fluid; over the other, the directions of these 
heat flows reverse. The resulting wall temperature profile will 
lie somewhere between the LTP imposed by conduction and 
the uniform temperature imposed by radiation, depending on 
the relative importance of the radiative and conductive fields, 
i.e., depending upon N. This is the base state from which any 
altered heat transfer caused by the convection must be 
measured. The net radiant heat transfer at each of the two 
plates depends upon this temperature profile at the walls. For 
large Ra and 0 = 0, the convection will alter the fluid tem­
perature near the wall from the LTP to one like that sketched 
in Fig. 2(b). This profile is clearly more compatible to that 
imposed by the radiative field and the heat exchange between 
the fluid, and the radiative field at the wall will therefore 
decrease. The temperature profile on the wall will move 
toward a more uniform temperature, and this will alter the 
radiant heat transfer at each plate. This change in the 
radiative heat transfer at the plates from that in the base state 
constitutes convectively induced radiant heat transfer 
(CIRHT). CIRHT will also occur at 0 = 90 deg, although the 
details of the direction of the individual heat transfers and the 
temperature profiles will be different. 

From the above discussions a number of conclusions can be 
drawn which have important implications in the design of 
experiments aimed at measuring free convective heat transfer 
across air layers. First, except for the LTP/boundary con­
dition, the experimenter must report the thermal properties 
and extent of all solids adjacent to and next-to-adjacent to the 
air layer, until an adiabatic or temperature-specified surface 
can be identified. Second, the extended LTP and the extended 
adiabatic boundary conditions appear to be of practical in­
terest, and the extended LTP can be readily achieved in the 
laboratory; also they have the LTP and the adiabatic 
boundary conditions as limiting cases. Third, for this class of 
boundary conditions, the Nusselt number is a function of ten 
dimensionless groups (not including the Prandtl number and 
Th/Tc)-\.t., Nu = Nu (Ra, A, AH, <t>, B/L, R, N, ew, eph, 
epc). Experimentalists should report this full set when 
presenting results. Fourth, for B/L>BC/L, where the latter is 
given in Fig. 3, the asymptote for B/L — oo will be for prac­
tical purposes reached. Fifth, in reporting their results, both 
experimentalists and theorists should state whether they are 

including the CICHT and the CIRHT in the Nusselt number. 
Some measurement techniques, such as the interferometric 
method, will not measure these induced heat transfers, 
whereas others - for example, the guarded heater plate or heat 
flux meter technique - will measure the CIRHT and will also 
measure the CICHT, depending on the position of the heater 
plate or flux meter with respect to the solid. 

The data reported in the following sections illustrate the 
practical importance of the above conclusions. 

3 Experiment 

The apparatus used in the experiments is essentially the 
same as that used previously for vertical and inclined air 
layers with conducting boundary conditions [2-4] and hence 
has been fully described elsewhere. It consists essentially of 
two parallel isothermal copper plates, each 635 mm by 635 
mm by 12.7-mm thick mounted in a pressure (or vacuum) 
vessel whose pressure can be varied from about 100 Pa to 0.7 
MPa. The whole system can be rotated about a horizontal axis 
so as to produce any required angle of tilt. The lower plate is 
heated and the upper plate is cooled by two completely 
separate and thermostatically controlled water streams which 
pass through tubes soldered to the back of each plate, thereby 
maintaining a uniform temperature difference of about 20 K 
across the air layer, and a mean temperature (Th + Tc)/2 of 
about 323 K. The temperature difference between the plates 
was determined from six thermocouple junctions embedded in 
each plate and connected in thermopile. Measurements of the 
heat flux over the full length of the hot plate were made using 
three electrically heated "heater plates" imbedded into three 
recesses machined into the main part of the hot plate. The 
heater plates were made of copper to ensure a very nearly 
isothermal surface. A heat flux meter was inserted in each 
recess below the heater plate in an identical arrangement to 
that used for the single heater plate used in earlier 
measurements [2]. 

The measurements reported in the present study were taken 
for an air layer with fixed values for aspect ratios A and AH, 
namely, A =AH = 5. The experiments were designed to model 
the extended LTP boundary condition. The end and side walls 
were made of balsa wood whose thermal conductivity k„ was 
measured in a separate test on the same apparatus and found 
to be k„ =0.096 W/mK. This gave a value for R of 3.44. The 
thickness of balsa-wood, B, was 76.2 mm, and the spacing, L, 
was 96.5 mm, giving B/L = 0.79. From Fig. 3, it was con­
cluded that the measured Nu-Ra relation for this relation will 
be valid for any B/L >0.75. A thin copper sheet was used on 
the outer surface of the bounding walls to establish an LTP 
there, in the same way that a similar copper sheet established 
an LTP for the air itself in the earlier experiments on the same 
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apparatus [3]. One of the three heater plates extended over the 
full width, B, of each of the upper and lower balsa-wood 
walls. Thus, both the convectively induced conduction heat 
transfer and the convectively induced radiative heat transfer 
were measured in the same measurement as the free con­
vection heat transfer; the three heat transfers were in fact not 
separated out. The base heat transfer was evaluated from 
measurements taken at a very low pressure. All additional 
heat transfer at higher pressure was taken to be due to the two 
convectively induced heat transfers and the convective 
transfer itself. The data were reduced so that the induced heat 
transfers appear in the Nusselt number. That is, let Q 
represent the total heat-transfer rate for all three heater plates 
(including that through the wood) and let Qs be the value of Q 
at low pressure when the air is stationary; then Nu is defined 
by: 

N u = l + 
HWATk 

0) 

Experiments were carried out using two values of the wall 
emissivity, e,„. In the first, the balsa wood was uncoated; the 
normal emissivity, e,v, of balsa wood was measured at room 
temperature using a Gier-Dunkle DB100 reflectometer and 
found to be ew =0.84 ±0.02. In the second the balsa wood was 
covered with a very thin sheet of aluminized polyester film 
giving a normal emissivity measured on the same instrument 
of e„ =0.034 ±0.003. The thickness of the sheet including its 
aluminum coating was shown by calculations to be in­
sufficient to cause significant alterations to the conductive 
field in the balsa wood. The emissivities of the plates were 
eph = tPc =0.06, and the value of Nwas 29 for all experiments. 

The experimental results are plotted in Fig. 4, along with 
the previously reported results for the simple (unextended) 
LTP boundary condition. It is seen that the extended LTP 
(defined in section 2) results are higher than those for the 
simple LTP case, provided Ra < 4 x 104. Since the extended 
LTP case is closer to the simple adiabatic than the LTP, this 
result confirms the theories (all of which are for laminar flow) 
predicting higher heat transfer in the adiabatic case. However, 
for high Ra this behaviour is reversed with the simple LTP 
giving greater heat transfer than the extended LTP. The data 
of the extended case follow a line of lower slope than that for 
the LTP case up to Ra= ~ 6 x 106. For higher Ra, both data 
follow a line of about 1/3 slope. 

The different results for the two values of ew are interesting. 
At low Ra, the low e,v results show higher heat transfer. This 
is consistent with the simple adiabatic case giving greater heat 

0 9=0 B x 
Fig. 6 Boundary value problem solved in appendix 

transfer than the simple LTP, since an ew = 0 is required for 
the simple adiabatic case to be achieved. At higher Ra the 
results are the same for the two emissivities. Presumably the 
free convective coefficient, hw, is so large that radiative ef­
fects are overpowered. 

To determine the effect of angle of tilt, $, on Nusselt 
number for air layers with extended boundary conditions, 
measurements of heat transfer were made for A =5, and a 
fixed value of Rayleigh number by incrementing 4> over the 
range 0 <</><90 deg. This was repeated for two different 
values of Ra, and the results are plotted in Fig. 5 for the case 
of plain balsa wood (e,v = .84). As shown in the figure, Nu 
monotonically decreased when </> was increased from 0 to 90 
deg. The correlation equation of Hollands et al. [2] for LTP 
boundary conditions is plotted on the same figure. Although 
the correlation equation was based on data obtained using 
simple LTP boundary conditions, there is agreement with the 
present data to within 10 percent. 

4 Conclusions 

The heat transfer by natural convection across a fluid layer 
between two isothermal plates of different temperature 
depends on the boundary conditions on the side and end walls 
that confine the extent of the layer. These walls are usually 
assumed to be perfectly conducting (which generates a linear 
profile between the plates) or adiabatic. When the fluid is air, 
or most any other gas, it is argued that the adiabatic condition 
cannot be achieved in practice, and that experimenters, 
analysts, and designers must consider a longer list of 
parameters than is normally used to specify the heat transfer. 
Not only is a heat transfer induced in the walls due to con­
vection in the layer, but radiation also affects both the 
convective heat transfer across the layer and the wall heat 
transfer. The present paper has qualitatively described the 
wall conduction, radiation, and fluid convection interactions, 
presented the list of parameters that must be specified, and 
described how to set up an experiment which will eliminate 
one of these parameters. Measurements of heat transfer 
across a vertical air layer, with an aspect ratio of 5, have been 
reported for three different fluid-wall boundary conditions. 
The results confirm the importance of the parameters 
representing both the conductive and radiative interaction. 
Data for inclined layers have also been reported. 
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and 

where: 
?=1 aty = L 

T-Tc 

The solution satisfying the four boundary conditions is: 

6= S [C„sm( — j . s i n A — T — j + -

where 

»Bi«cos(«7r) 

C„ = 
„. . , / « x B \ , /nirB\ 
Bi-sinAI —— I + nircosh ( —— 1 

The distribution of the heat flux by conduction through the 
wall a t x = 0 is given by: 

q = 2hwL(Th-Tc) £ 
< - » - ( " ' ) 

Bi tan/* /nirB\ 

The average value of the heat flux by conduction from the 
walls is given by: 

q=-4hwL(Th-Tc) £ 
fl = 1,3,5 

1 

/rnrB\ 
nir[ai tanhl —— 1 +nir] 

Therefore, the ratio of q for a finite wall thickness, B, to that 
for an infinite thickness (B—• oo) is: 

A P P E N D I X 

Figure 6 shows the wall region with its thermal boundary 
conditions. As a conservative assumption, the fluid tem­
perature adjacent to the inner wall was assumed constant at 
the cold plate temperature, Tc. The relevant equations in the 
wall region are: 

dd K 
v 2 0 = O; 

dx 
>atx = 0;d= j - at x=B;6 = 0 at y- 0; 

nir[Bi tanh C?) + «ir] 

<7s-o 1 

' 3 /2Tr[Bi + «Tr] 

The ratio B/L that makes q/qB^x equal to 1.01 is given in 
Fig. 3 for different values of the parameter Bi. 
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Measurements of Natural 
Convection Across Tilted 
Rectangular Enclosures of Aspect 
Ratio 0.1 and 0.2 
Laboratory experiments with water are reported for the range 108 <RaH <5 x JO9 

where the enclosure tilt angle, <j>, is varied from zero (sideways heating) to 90 deg 
(heating from below). Shadowgraph observations show that the flow regime 
studied extends from laminar at <f> = 0 and lower RaH, to turbulent at <j>>0 and high 
RaH. At <t><72 deg the convection consists of a peripheral boundary layer which 
closely follows the enclosure boundaries. At <j>>72 deg the flow axis rotates 90 deg. 
Convection consists of a single transverse roll with axis oriented upslope of the 
heated wall. While the average heat transfer is found to be maximum at 50 deg 
<4><60 deg, its variation with 4> is small. A single correlation equation may be used 
to predict the average Nusselt number over all angles. The correlation proposed 
predicts the average Nusselt number with an r.m.s. deviation of ± 10percent. 

Introduction 
In this paper we present results of laboratory experiments 

on natural convection of water across tilted rectangular 
enclosures where a uniform temperature difference is 
maintained between two opposite side walls. Figure 1 is a 
sketch of the test configuration used. The results reported are 
for enclosures with aspect ratios (Ar=HI W) equal to 0.1 and 
0.2. The lateral connecting walls were designed to represent 
adiabatic surfaces. Data is presented for enclosure tilt angles, 
<t>, ranging from horizontal orientation (</> = 0) through 
heating from below (</> = 90 deg). 

Buoyancy driven recirculating flows, particularly those in 
the rectangular enclosure configuration, have received 
considerable attention in the engineering literature. Catton [1] 
has discussed this configuration's many applications in his 
review of the large body of work reported prior to 1978. 

Recent studies of natural convection across horizontal 
(</> = 0), low aspect ratio enclosures include numerical (finite 
difference) computations by Cormack et al. [2] and Lee and 
Sernas [3]. Imberger [4] reported on measurements with water 
(Ar = 0.0\, 0.02) while Sernas and Lee [5] reported on dif­
ferential interferometry measurements with air. Cormack et 
al. [6] developed an asymptotic theory valid for Ar~0, Ra 
finite. This is sometimes called the core flow limit. Bejan and 
Tien [7] developed average Nusselt number equations valid 
for high Prandtl number fluids for both the core flow limit 
(Ar—0) and the boundary layer limit (Ar < 1, Ra large). 

More limited attention has been given to tilted rectangular 
enclosures. Catton et al. [8] included some results for 
Ar = 0.2, and 0.5 as part of a numerical calculation. Wirtz and 
Tseng [9, 10] presented two-dimensional finite difference 
calculations for Ar=0.2 and 0.5 for tilt angles ranging from 
</>= -90 deg (heating from above) to </>= +90 deg (heating 
from below). In reference [10] Bejan and Tien's overall 
correlation equation for horizontal enclosure orientations was 
modified to include Prandtl number effects. 

To our knowledge, the data presented in this paper is the 
first experimental result for single tilted enclosures of small 
aspect ratio. In the following, results are presented for 
9x 107 <Ra/ /<5xl0 9 . Our shadowgraph observations 
indicate that the flow extends from transition to fully tur-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
14,1981. 

bulent convection. In terms of the three convection regimes 
identified by Bejan and Tien [7], our results are in the 
boundary layer regime (Ar < 1, Ra large). The range of data is 
shown in Fig. 2 along with available data for water by Al-
Homoud and Bejan [11], and Imberger [4]; data for air by 
Sernas and Lee [5]; and numerical computations for water by 
Wirtz and Tseng [9, 10]. 

TOP ADIABATIC WALt 

BOTTOM ADIABATIC WALL 

Fig. 1 Schematic representation of tilted enclosure where IV = 1270 
mm and 635 mm, giving Ar = 0A and 0.2, respectively. The hot and cold 
surfaces are isothermal while the connecting surfaces are adiabatic. 
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Fig. 2 The data for the present invesitgation (A) are in the boundary 
layer regime (large Ra). Other data shown are: L - [5]; x - [4]; o - [9,10]; 
and o - [11]. 
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Apparatus 

A side view of the test enclosure is sketched in Fig. 3. The 
left end is an electrically heated copper wall 127-mm high x 
889-mm deep x 12.7-mm thick. The back of the hot wall is 
guarded with a second set of heaters which operate across 
aluminum plates containing two heat flux sensors with, a 
nominal sensitivity of 16 W/m2 per mV. The guard heaters 
are adjusted to drive the heat flux through the sensors toward 
zero, thus minimizing heat losses out the back of the wall. The 
upper and lower periphery of the hot wall is similarly guarded 
using thermocouple pairs as sensors. 

The right side of the test region consists of another 12.7-
mm thick copper wall, backed by a circulating passage 
containing antifreeze. Heat sinking is obtained by a 10-kW 
capacity refrigerated circulator with proportional temperature 
control having a control stability of approximately ±.05°C. 
Small circulating channels are located above and below the 
cold wall to help maintain the isothermal condition. 

STYROFOAM INSULATION 

HOT WALL ,----s COLD WALL 

(A) 
STYROFOAM INSULATION 

WATER-FILLED CAVITY STEEL SUPPORT 

PIVOT POINT 

Fig. 3 Schematic of experimental apparatus side view. "A" represents 
region of shadowgraph views shown in Fig. 5. 

The temperature of each side wall is monitored with nine 
copper-constantan thermocouples; a line of five located along 
each plate's vertical centerline and five in a horizontal line at 
each plate's mid-height. Each thermocouple was individually 
calibrated to within ±0.1 °C. During the experiments each 
plate was found to be isothermal to within less than ± ~6 
percent of the applied temperature difference between the hot 
and cold walls. 

The upper and lower "adiabatic" surfaces represent a 
considerable surface area for Ar< 1. The upper adiabatic wall 
is shown in exploded view in Fig. 4. Each connecting wall 
consists of 144-mm thick styrofoam backing, a reinforced, 
rigid 6-mm thick hardboard sheet. (We originally used 3-mm 
thick plexiglass for the Ar = 0A experiments but found that at 
elevated temperatures it had poor structural properties). 
Imbedded 22-mm from each inner surface of each adiabatic 
wall are a series of flat plate guard heaters which are in­
strumented with heat flow sensors. Five guards are placed in 
the upper wall (three for Ar=0.2 experiments), while one is 
placed to the left in the lower wall. Power to the guard heaters 
is individually adjusted to drive the heat flux through the 
adiabatic wall toward zero. 

The two side walls are 13-mm thick clear plexiglass backed 
by 50-mm of styrofoam insulation. The entire structure is 
mounted in a steel chassis which is pedestal mounted so that it 
may be pivoted to the appropriate tilt angle. 

All thermocouple and heat flux readouts were continuously 
monitored with a 24 point strip chart recorder. Numerical 
data was recorded at selected time intervals using a digital volt 
meter connected in parallel with the recorder. The DVM 
sensitivity was ±1/^V. Power to the electrically heated hot 
wall was measured using an AC DMM having a sensitivity of 
± .01 V and an AC current meter with an accuracy of ± .025 
amp. 

13.2 PLEXIGLASS 

DIMENSIONS IN " m m 
LEGEND 

in HEAT FLOW SENSOR 

8 THERMOCOUPLE 

o THERMISTOR 

Fig. 4 Exploded view of top adiabatic wall used with 4r = 0.1 ex­
periments. The Ar = 0.2 apparatus used three individually controlled 
guard heaters instead of five. 

N o m e n c l a t u r e 

A = 
Ar = 

C = 
D = 
g = 

H = 
k = 

hot wall surface area 
enclosure aspect ratio 
empirical constant 
test enclosure depth 
acceleration of gravity 
test enclosure height 
fluid conductivity 

m 
n 

Nu 
Q 

Pr 
Ra 

T 
W 

empirical constant 
empirical constant 
Nusselt number 
power 
fluid Prandtl number 
enclosure Rayleigh number 
temperature 
test enclosure width 

x = transverse coordinate 
y = transverse coordinate 
z = cross enclosure coordinate 

AT = hot to cold wall temperature 
difference 

<t> = tilt angle 
a = r.m.s. relative deviation 
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where NUH is the average Nusselt number based on enclosure
height, H, given as

- QNETH
NUH = At:J.Tk (2)

with A=0.127 x 0.889m2 , and k the fluid conductivity
evaluated at the mean fluid temperature. The net heat transfer
rate, QNET, is the total power to the hot wall corrected by the
indicated losses from the back of the hot wall and from the
adiabatic connecting walls. These corrections were never more
than 8 percent and 1 percent, respectively, of the total power
input. We also estimated the radiant exchange between the hot
and cold copper walls (emissivity of oxidized copper estimated
to be 0.95), assuming that the connecting walls were
reradiating isothermal surfaces, and that the water in the test
enclosure was transparent. Under these assumptions the
radiant exchange is estimated to be less than 2 percent of
QNET'

During the experiments we used a simple shadowgraph
system, consisting of an incandescent lamp, lenses, and a 100­
mm dia spherical mirror to look across the flow. We also used
neutrally buoyant particles (latex paint dust), and injection of
vegetable dye from 0.2-mm tubing projecting through the
plexiglass side walls to make visual observations of the
qualitative nature of the convection.

Our experimental procedure was straightforward. The test
region was filled with degassed, distilled water, and the
desired tilt angle was set. The cold wall temperature control
was set to approximately 10·C and an input power to the hot
wall heaters was arbitrarily selected. The system was allowed
to approach equilibrium with periodic adjustments of the
power inputs to the hot wall and various guard heaters. This
process usually took about 12 hrs. When the hot and cold wall
temperatures were steady for at least 3 hrs with no adjustment
in heater controls necessary, temperature and power input
data were recorded. Then selected sections of the insulation
covering the transparent side walls were removed and visual
observations were made.

A dimensional analysis of this problem or consideration of
the governing equations and boundary conditions [10] in­
dicates that

NUH=f(RaH,pr,Ar, ~ ,4» (1)

In the experiments reported here HID= 0.1428, a constant.
The Prandtl number is also essentially constant; its value is
determined at the mean fluid temperature.

We performed experiments for two values of W, 1270 mm
and 635 mm leading to Ar=O.1 and 0.2. For Ar=O.I, 9.4 x
107 <RaH<2.4 X 109 with 0<4><40 deg, the upper angle
was limited by structural considerations of our apparatus. For
Ar=0.2, the Rayleigh number range was 2 X 108 <RaH <5
X 109 with the tilt angle 0:5 4>:5 90 deg.
If we include the previously mentioned accuracy estimates

of our instrumentation in an error analysis we find that the
most probable error on NUH is ± 8.2 percent, and that on RaH
is ± 10.9 percent. We estimate that our tilt angle
measurements are accurate to ±0.5 deg. Details of apparatus
construction, data collection, and analysis, and a detailed
tabulation of results are found in [12] and [13], both available
from the senior author.

Qualitative Observations

Ozoe, et al. [14] studied convection in a three-dimensional
enclosure with Ar = 2.0 where heating was from below (4) "" 90
deg). They found that the flow consisted of transverse rolls
where the roll axis aligned itself with the short dimension of
the box. As the tilt angle was reduced to about 83 deg, the roll
axis rotated slightly but remained oriented upslope, consistent
with earlier predictions by Hart [15]. At 4><83 deg, they
observed the flow structure to undergo a sudden transition to
a peripheral flow configuration with convection up the slope
of the heated wall, across to the cooled wall, and down. We
observed the same transition phenomena in our Ar= 0.2
experiments, except that the transition angle is in this case at
""'72 deg. At tilt angles less than 72 deg we observe a strong
boundary layer flow which follows the periphery of the en­
closure; that is, fluid rises near the hot wall, flows across the
upper connecting wall to the cooled wall, where it descends
and then returns to the bottom of the hot wall. About 2/3 of
the volume of fluid in the container resides in a quiescent core
region disturbed occasionally by turbulent billows which
break from the turbulent boundary layer flow. Except for a
very weak secondary flow due to the presence of the plexiglass
side walls, the flow is two dimensional and confined to the y-z
plane of Fig. 1.

a b c

Journal of Heat Transfer

Fig. 5 Shadowgraph view of region "AU of Fig. 3: (a) RaH = 7 x 108•
<0 = 30 deg, (b)RaH = 2.2 x 109• 0 = 30 deg, (c) RaH = 2.2 x 109• 0 = 60
deg

AUGUST 1982, Vol. 104/523

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nuu 

100 

80 

60 

40 

1 30 

20 

10 

C=.368 
D=.243 \ 

EQ(7) WITH Ar=0.2 

. n=.2 3i 
C - 4 5 2 

J I I I I I [ J I 1 1 ) 1 1 

10 10 10 
.10 

RaH 

Fig. 6 Measured average Nusselt number for $ = 0, Ar = 0.2. 

Table 1 Least squares fit of equation (3) for Ar = 0.1 and 0.2 
Ar = 0.\ Ar = 0.2 

</>(deg) 
0 
15 
30 
40 
45 
60 
75 
90 

All angles 

C 
0.85 
1.03 
3.91 
0.67 

0.97 

n 
0.192 
0.182 
0.116 
0.202 

0.185 

o(%) 
7.46 
7.40 
2.68 
1.39 

6.53 

C 
0.452 
0.615 
0.400 

-
0.283 
0.356 
0.197 
0.182 
0.368 

n 
0.231 
0.216 
0.240 

-
0.257 
0.247 
0.273 
0.275 
0.243 

o(%) 
2.14 
0.92 
4.65 
-

3.09 
6.23 
1.15 
1.68 

11.10 

Figure 5 shows shadowgraph views at a point ap­
proximately midway between hot and cold wall with Ar = 0.2. 
The photographs give a qualitative indication of the scale of 
the turbulence in the flow moving between these two side 
walls. It should be noted that the image is the integral effect 
obtained by the parallel beam of light as it transverses the 889-
mm depth of the enclosure. 

Figure 5(a) shows the boundary layer flow along the lower 
connecting wall at R a w = 7 x 108, 0 = 30 deg. There is little 
evidence of mixing in the flow. We observed this for the entire 
range of Rayleigh numbers with 0 = 0, and for Raw < 7 x 108 

with 0<3O deg. The peripheral boundary layer is apparently 
laminar under these conditions. Figure 5(b) shows the same 
section of the enclosure, with Raw = 2.2 X 109, 0 = 30 deg. 
The boundary layer is turbulent. The intensity increases with 
increasing RaH. We observed the intensity of mixing to in­
crease with <t> as well. This is shown in Fig. 5(c) with Ra// = 2.2 
X 109 and 0 = 60 deg. 

At tilt angles greater than 72 deg we observe an entirely 
different situation. The flow now consists of a single roll with 
axis parallel to thej'-axis of Fig. 1. Motion is essentially two 
dimensional and in the x-z plane. Our observations of 
neutrally buoyant particles in the flow show that the roll 
motion is nearly solid body rotation (the core rotates) and 
turbulent, especially near the corners of the enclosure where 
secondary oblique rolls are sometimes observed. 

We found that the roll had no preferred direction of 
rotation; sometimes it rotated clockwise, sometimes coun­
terclockwise. We tested this on several occasions by shutting 
down our apparatus, waiting until the fluid was quiescent, 
and restarting without changing tilt angle or power settings. 

Heat-Transfer Results 

Figure 6 shows a typical plot of Nusselt number as a 
function of Rayleigh number at fixed tilt angle. The data span 
a range 2 x 1 0 8 < R a w < 5 x 109, and are well correlated by a 
power law equation of the form 
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Fig. 7 Average Nusselt number dependence on tilt angle for .4^ = 0.2: 
A - R a H = 3 x 1 0 9 , n - R a H = 1 0 9 , o - R a H = 3 x 1 0 8 

Nu» = CRaJ, (3) 

In the case shown, a least squares procedure gives C= .452 
and n = .231. The resulting equation fits the data with an rms 
relative deviation, a = 2.14 percent. 

Table 1 summarizes our values of C and n for equation (3). 
The exponent n generally increases with increasing tilt angle 0 
and with Ar. This is consistent with our qualitative ob­
servation that the relative intensity of turbulence increases 
with Raw and 0. 
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In our experiments we controlled the heat-transfer rate and 
measured the resulting temperature difference between hot 
and cold walls. Therefore, it would be very difficult to run an 
experiment where Raw was fixed and 4> varied. However, we 
can gain an understanding of the effect of tilt angle variations 
on Nuw by cross plotting the results of Table 1 and equation 
(3) with RaH held constant. This is done in Fig. 7 for three 
values of Rayleigh number. The figure shows the Nusselt 
number to be maximum at 50 deg<<z><60 deg. This is in 
general agreement with numerical calculations [10] for 1.25 x 
10 4 <Ra w <1.25 x 10s, Ar=0.2, which showed the 
maximum to be between 45 and 60 deg. However, the 
numerical calculations showed the maximum shifting toward 
lower tilt angles as Raw increases. The present experiments 
show an opposite trend with the maximum increasing slightly 
from about 50 deg at Raw = 3.108 to about 60 deg at RaH = 3 
x 109. 

No significant local minimum in heat transfer is evident 
near the flow transition angle, 72 deg. This was a surprising 
result. Studies [16,17] of heat transfer across high aspect ratio 
tilted enclosures show a distinct local minimum which is 
presumed to coincide with the transition from the peripheral 
boundary layer to the transverse roll mode of flow. Figure 7 
does show an inflection which grows into a local minimum 
with RaH increasing for small tilt angles, 4>~ 15 deg. This may 
coincide with the transition from laminar to turbulent 
peripheral flow shown in Fig. 5; or it may simply be due to 
scatter of the data. 

In any case, the variation in Nuw over the range O<0<9O 
deg is relatively small; less than ± 8 percent for the data of the 
present study. This is the same order of magnitude as the 
tolerance placed on individual data points. Therefore, it is 
feasible to neglect the tilt angle effect and propose a 
correlation which fits all data. The values of C and exponent n 
so obtained are shown in Table 1 along with the correspond­
ing a. Equation (3) using C = 0.368 and n = 0.243 is shown in 
Fig. 6. 

If we supplement our own data for 0 = 0 with that of Al-
Homoud and Bejan [11] (Ar = 0.0625) and the boundary layer 
regime numerical calculations of [9] (,4r = 0.5), it should be 
possible to assess the effect on the heat transfer of variations 
in enclosure aspect ratio. 

Bejan and Tien's analysis of convection across horizontal 
enclosures in the boundary layer regime [7] gives 

Nuw = .623Ra2 (4) 

Their model gives Nuw independent of Ar. On the other hand, 
Imberger [6] considered horizontal enclosures with Ar <0.02. 
He used Gill's limit, appropriate for large Ra//, to show that 

N u H ~ R a w - 2 5 ^ r (5) 

Figure 8 shows Nu w /Ra^ plotted against Ar using the 
present data and that of references [9] and [11]. The data have 
been plotted twice. The upper set is for n = 0.2 and the lower 
set is for « = 0.25. For each aspect ratio the data exhibit 
considerable scatter. This is because neither « = 0.2 nor 
72 = 0.25 adequately represents the proper Rayleigh number 
dependence of Nu//. As indicated in Fig. 6 and Table 1, our 
own data at 0 = 0 is best fit when « = 0.19 and 0.23 for 
Ar=0A and 0.2, respectively, while Al-Homoud and Bejan 
[11] obtained n = 0.38 for Ar= 0.062. 

As shown in Fig. 8, equation (4) tends to predict low as Ar 
increases. A least squares fit of the form 

NuH = C Ra-2Ar"1 (6) 

gives C=0.902 and m-OAll with cr=12 percent. The lower 
set shows the data plotted with n = 0.25 along with a line of 
slope 3/8. In this case the model gives an aspect ratio 
dependence which is too strong, even if the Ar = 0.5 data is 
omitted. A least squares fit of the form 

Nu,, = C Ra25/!/-'" (7) 

gives C = 0.394, m = 0.194 with <r=7.5 percent. Neither model 
accurately predicts the actual aspect ratio dependence of Nuw . 
In fact, if both exponents (m and ri) are empirically deter­
mined we get m = 0.24, « = 0.27 with <r=7.3 percent. 
However, equation (7) does reproduce the </> = 0 deg data with 
an accuracy which is comparable to the estimated precision of 
the experiments. Furthermore, equation (7) reproduces all 
available data (O<0<9O deg) with a =9.9 percent which 
makes it our recommended correlation equation. Equation (7) 
is shown plotted with our 0 = 0 deg data in Fig. 6. 

Conclusions 

Our experiments with natural convection of water across 
tilted rectangular enclosures of small aspect ratio show that 
two different flow regimes exist. The regimes are separated by 
a transition at a tilt angle of «72 deg when Ar = 0.2. At 0 < 72 
deg, we observe a boundary layer type flow which follows the 
periphery of the enclosure. At 72 deg <0<9O deg, a trans­
verse roll mode of flow exists where the core of the fluid 
rotates. 

For the Rayleigh number and tilt angle range reported here 
the convection extends from laminar to turbulent flow. No 
local minimum in NuH is observed at the flow transition angle 
0 = 72 deg. The heat transfer is maximum at a tilt angle of 
between 50 and 60 deg. However, the variation of Nuw with </> 
is relatively small so that the angular dependence may be 
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neglected with an accuracy in Nuw of about ±8.5 percent. 
Neither Bejan and Tien's nor Imberger's model adequately 
predicts the aspect ratio dependence of NuH. However, when 
these models are suitably empiricized as in equations (6) and 
(7), the heat transfer may be predicted with rms relative errors 
which are comparable to the estimated precision of the ex­
periments. 

References 

1 Catton, I., "Natural Convection in Enclosures," Proceedings Sixth 
International Neat Transfer Conference, Vol. 6, 1978, pp. 13-31. 

2 Cormack, D. E., Leal, L. G., and Seinfield, J. H., "Natural Convection 
in a Shallow Cavity with Differentially Heated End Walls: Part 2—Numerical 
Solutions," Journal of Fluid Mechanics, Vol. 65,1974, pp. 231-246. 

3 Lee, E. I., and Sernas, V., "Numerical Study of Heat Transfer in Rec­
tangular Air Enclosures of Aspect Ratio Less Than One," ASME Paper No. 
80-WA/HT-43, 1980. 

4 Imberger, J., "Natural Convection in a Shallow Cavity With Dif­
ferentially Heated End Walls: Part 3—Experimental Result," Journal of Fluid 
Mechanics, Vol. 65, 1974, pp. 247-260. 

5 Sernas, V., and Lee, E. I., "Heat Transfer in Air Enclosures of Aspect 
Ratio Less Than One," ASME Paper No. 78-WA/HT-7, 1978. 

6 Cormack, D. E., Leal, L. G., and Imberger, J., "Natural Convection in a 
Shallow Cavity With Differentially Heated End Walls: Part 1—Asymptotic 
Theory," Journal of Fluid Mechanics, Vol. 65, 1974, pp. 209-229. 

7 Bejan, A., and Tien, C. L., "Laminar Natural Convection Heat Transfer 
in a Horizontal Cavity With Different End Temperatures," ASME JOURNAL OF 
HEAT TRANSFER, Vol. 100, 1978, pp. 641-647. 

8 Catton, I., Ayyaswamy, P. S., and Clever, R. M., "Natural Convection 
Flow in a Finite Rectangular Slot Arbitrarily Oriented With Respect to the 

Gravity Vector," International Journal of Heat and Mass Transfer, Vol. 17, 
1974, pp. 173-184. 

9 Wirtz, R. A., and Tseng, W. F., "A Finite Difference Simulation of Free 
Convection in Tilted Enclosures of Low Aspect Ratio," Numerical Methods in 
Thermal Problems, edited by R. W. Lewis and K. Morgan, Pineridge Press, 
Swansea, U.K., 1979, pp. 381-390. 

10 Wirtz, R. A., and Tseng, W. F., "Natural Convection Across Tilted 
Rectangular Enclosures of Small Aspect Ratios," Natural Convection in 
Enclosures, edited by K. E. Torrance and I. Catton, ASME HTD-Vol. 8, 1980, 
pp. 47-54. 

11 Al-Homoud, A. A., and Bejan, A., "Experimental Study of High 
Rayleigh Number Convection in Horizontal Cavity with Different End Tem­
peratures," University of Colorado, CUMER-79-1, May 1979. 

12 Ziriili, F., "Physical Experiments on Free Convection in a Tilted Rec­
tangular Enclosure of Aspect Ratio 0 . 1 , " MIE Report 053, Clarkson College of 
Technology, Potsdam, N.Y., 1979. 

13 Righi, J., "Physical Experiments on Free Convection in a Tilted Rec­
tangular Enclosure of Aspect Ratio 0.2," MIE Report 062, Clarkson College of 
Technology, Potsdam, N.Y., 1980. 

14 Ozoe, H., Sayama, H., and Churchill, S. W., "Natural Convection in a 
Long Inclined Rectangular Box Heated Below: Part 1—Three-Dimensional 
Photography," International Journal of Heat and Mass Transfer, Vol. 20, 
1977, pp. 123-129. 

!5 Hart, J. E., "A Note on the Structure of Thermal Convection in a 
Slightly Slanted Slot," International Journal of Heat and Mass Transfer, Vol. 
16, 1973, pp.747-753. 

16 Ozoe, H., Sayama, H., and Churchill, S. W., "Natural Convection in an 
Inclined Rectangular Channel at Various Aspect Ratios and Angles-
Experimental Measurements," International Journal of Heat and Mass 
Transfer, Vol. 18, 1975, pp. 1425-1431. 

17 Arnold, J. N., Catton, I., and Edwards, D. K., "Experimental In­
vestigation of Natural Convection in Inclined Rectangular Regions of Differing 
Aspect Ratios," ASME Paper 75-HT-62, 1975. 

526 / Vol. 104, AUGUST 1982 Transactions of the ASME 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S. M. Bajorek1 

J. R. Lloyd 
Mem.ASME 

Department of Aerospace and 
Mechanical Engineering, 

University of Notre Dame, 
Notre Dame, Ind. 46556 

Experimental Inwestigation of 
Natural Confection in Partitioned 
Enclosures 
Natural convection heat transfer within a two-dimensional, partitioned enclosure of 
aspect ratio 1 was investigated experimentally using a Mach-Zehnder in­
terferometer. The vertical walls were maintained isothermal at different tem­
peratures, while the horizontal walls and the partitions were insulated. Local and 
average heat-transfer coefficients were determined for the air and carbon dioxide 
filled enclosures both with and without partitions for Grashof numbers between 
I.7xl05 and 3.0X106. Good agreement was found between the results in the 
present study for the nonpartitioned enclosure and those previously published. The 
partitions were found to significantly influence the convective heat transfer. Ob­
servations of the interferometric fringes indicated that the core region is unsteady, 
with the unsteadiness occasionally affecting the flow along the vertical isothermal 
walls, beginning at Grashof numbers as low as 5x 10s. 

Introduction 

Natural convection in enclosures is a topic of considerable 
current interest. Simple enclosures, defined as single 
chambers with no partitions or obstructions in them, have 
been studied in the past, but current interest has now shifted 
to complex enclosures which contain the partitions and ob­
structions. The resurgance of interest has been the result, in 
large part, of energy conscious design. In the present study, 
heat transfer in a simple square "enclosure geometry is first 
studied to establish a reference for the second part of the 
study which focuses on a complex partitioned enclosure of the 
same external dimensions. The effect of the partitioning is 
clearly demonstrated through examination of the local and 
average heat-transfer coefficient measurements. 

Since there are several comprehensive review articles on 
natural convection heat transfer in simple enclosures (eg., 
[1-3])2, studies of complex geometries will be the primary 
topic of discussion herein. Emery [4] has experimentally 
investigated the effects of a vertical baffle mounted through 
the core of an enclosure for aspect ratios ranging from 10 to 
40. He found only minor effects on the convective heat-
transfer distribution which were apparently due to the 
location of the baffle. Duxbury [5], Bauman et al. [6], and 
recently Nansteel and Greif [7] have studied the effects of a 
single partition which is suspended from the enclosure ceiling, 
but does not reach the floor. Duxbury [5] experimentally 
investigated air-filled enclosures for aspect ratios between 5/8 
and 5 for Rayleigh numbers less than 106. The experimental 
and numerical study by Bauman et al. [6] was done for a 
water-filled rectangular enclosure with aspect ratio of 1/2. 
Experimental data was reported in the turbulent Rayleigh 
number range from 1.6x10s to 5.4XlO10, and numerical 
predictions were made for the local and average heat transfer 
in a square nonpartitioned cavity for Rayleigh numbers as 
high as 108. The investigation carried out by Nansteel and 
Greif [7] used an experimental setup similar to that used by 
Bauman et al. [6]. Temperature profiles were obtained with 
thermocouple probes, and dye was injected into the enclosure 
in order to visualize the flow. Correlations were obtained 
giving the average Nusselt number as a function of Rayleigh 
number, partition conductance, and a parameter describing 
the partition height. Janikowski et al. [8] used a Mach-
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Zehnder interferometer to investigate natural convection in an 
air-filled, two-dimensional enclosure with solid and porous 
partitions protruding from both the floor and ceiling of the 
enclosure into the cavity. Local and average heat-transfer 
coefficients were obtained for an enclosure with aspect ratio 
of 5 at a Grashof number of 1.1 X 106. 

Chang [9] has recently completed a detailed numerical 
study investigating natural convection-thermal radiation 
interactions in a square enclosure with isothermal sidewalls 
and adiabatic partitions extending from the floor and ceiling. 
The effects of both surface radiation and gaseous radiation 
were considered in the enclosure for 104 <Ra„, <108 . 
Heretofore, there has been no experimental data to evaluate 
the accuracy of this numerical study. 

The intent of the present investigation is to experimentally 
investigate natural convection in an enclosure with an aspect 
ratio of 1 having partitions protruding into the cavity from 
both the floor and ceiling of the enclosure. Air and carbon 
dioxide were used as the working fluids between isothermal 
side walls and adiabatic horizontal walls so that the results 
may be directly compared to the numerical calculation by 
Chang [9]. Results presented for the simple enclosure are also 
comparable to several previously published works. Local and 
average heat-transfer coefficients were determined for both 
enclosure geometries for Grashof numbers over the range 
1 0 5 < G r , v < 3 x l 0 6 

Experimental Apparatus and Procedure 

Details of the experimental apparatus and procedure are 
found in reference [10] and therefore only a brief description 
is provided herein. The experimental apparatus shown 
schematically in Fig. 1 consisted of a long rectangular en­
closure with height, H=6.35 cm, width, W=6.35 cm, and 
length L = 50.8 cm so that the aspect ratio A = HI W= 1 and 
end effects will be negligible. The horizontal floors, ceilings, 
and the partitions were made from plexiglas which has a 
thermal conductivity of about 0 . 5 - 1 W/mK. In order to 
reduce conduction from the hot wall to the cold wall through 
the horizontal pieces, the sides of the floors and ceilings were 
milled at an angle so that the edge of the plexiglas pieces in 
contact with the vertical plates were less than 1.6-mm wide. 
The horizontal pieces were supported and adjusted by steel 
elevator bolts epoxied to the backside of each piece as shown 
in Fig. 2. A pressure chamber machined from stainless steel 
enclosed the entire test section and contained port hole 
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(b) Partitioned enclosure, C02, Raw

=1.1x106
(a) square enclosure, air, Raw

=4.9 x 105

Tc
H

L,-r-7--"-7"""/--r-:~-,..J± ~~~/. !r-:.Lr-7'7'

SQUARE ENCLOSURE PARTITIONED ENCLOSURE

Fig. 1 Schematic diagram of enclosure geometries

Fig. 2 Side view schematic olleslsection in pressure chamber

mountings for optical flats so that the beam of the in­
terferometer could pass through the enclosure.

A Mach-Zehnder interferometer was used to evaluate the
temperature distribution within the enclosure. The in­
terferometer is ideally suited for the investigation of two­
dimensional temperature fields since it does not introduce
disturbances into the gas layer, and the entire temperature
field can be recorded instantaneously. Alignment of the test
section was facilitated by a plumb line hung in the in­
terferometer reference beam. The walls were precisely
positioned so that each interior angle was 90.0 deg, and each
side of the square was 6.35 em. Once the 'alignment procedure

(c) Partitioned enclosure, air, (d) Partitioned enclosure, air,

Raw =9.7x106 Ra w =4.7x106

Fig. 3 Interlerogram examples for various test conditions

was complete, the pressure chamber was sealed and tested for
leaks. In order to remove trace quantities of water vapor, the
entire volume of air or carbon dioxide in the pressure
chambers was filtered through a hydrous calcium sulfate
desicant a minimum of ten times in order to guarantee a
working fluid purity of at least 99.95 percent. In this in­
vestigation, the interferometer was adjusted to produce fringe
widths such that the fringe locations could be precisely
measured close to the hot and cold walls. Figure 3 presents
several of the interferograms analyzed in this study.

In all experimental runs, the temperature of the cold wall
was maintained at room temperature by use of a special
constant temperature bath. Thus, a ray of light just grazing
the cold wall passes through the test chamber unrefracted and
does not undergo any fringe shift. The hot wall was adjusted
to its desired temperature, and the apparatus was left un­
disturbed for typically 4 hrs so that the temperatures of the
hot and cold walls were no longer changing. The pressure in
the chamber was then adjusted to approximately I bar, and
the apparatus was again left undisturbed while the readings
were monitored. Steady-state conditions were assumed if
there was little or no change in the readings over the course of
an hour. As extra insurance, after these assumed steady-state
conditions were reached, the apparatus was left undisturbed
for an additional 4 hrs before a photograph was taken.

Hot
plate

Cover
plate

Plexiglas
support

beam

~~~tU--1LAdjusting
nut

Test
pieces -tt----.JI-J..-j~--n

Pressure
chamber

Elevator
ba I t __--L~--tnl?""--.a..,

Plexiglas
bar

___......;., N omencIature

A

G

Gr w

g
H
k
L

test section aspect ratio, H / W
n-l

Gladstone - Dale constant, -­
p

Grashof number,

g(3(TH -Tc )w3

p2

gravitational acceleration
test-section height
thermal conductivity
test-section length

n
Nu w

P
R

Raw
T
W

(3
E =

7 =

refractive index
Nusselt number
gas pressure
gas constant
Rayleigh number
temperature
test-section width
thermal-expansion coefficient
fringe shift
dimensionless wall height
dimensionless distance from
wall

p :::: gas density
p :::: kinematic viscosity
() dimensionless temperature,

T-Tc

TH -Tc

AD = light beam wavelength

Subscripts

f :::: based on film temperature
H :::: based on hot wall temperature
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All of the photographs were analyzed using a toolmaking 
microscope which could be read directly to 2.54 x 10"4 cm. 
For each photograph, local heat-transfer coefficients were 
determined at nineteen vertical locations on the hot wall by 
measuring the fringe shifts at least ten locations directly 
adjacent to the wall. A linear correction was applied to 
resultant plots of fringe shift versus distance from the wall in 
order to account for the additional fringe shift due to end 
effects. This correction is identical of that used successfully by 
Bratis and Novotny [11] and Schimmel et al. [12]. Relating the 
fringe shift to temperature by the relation: 

GLPV 

~R\IT T TA (1) 

the temperature profile near the wall was found. The local 
Nusselt number, Nu(£) was equal to the slope of the tangent to 
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the measured dimensionless temperature profile at the hot 
wall surface A 0 / A T I T S O , and the average Nusselt number 
based on the film temperature was 

N u w = / j N u « ) r f f 
Kf 

(2) 

Results and Discussion 

coefficients and the theoretical predictions of Catton, Ayyaswamy, and 
Clever [2] 

A typical local heat-transfer distribution for the hot wall of 
the air-filled, nonpartitioned reference enclosure is presented 
in Fig. 4. The local Nusselt number Nu(£) is plotted as a 
function of the nondimensional wall height, £. As can be seen 
in the figure, Nu(£) attains its highest value near £ = 0.20. This 
is caused by the cold fluid, which descended from the cold 
wall, moved along the lower surface, and impinged on the hot 
wall near its base. Figure 4 also presents a comparison of the 
experimental local heat-transfer coefficients along the hot 
wall of the square enclosure to the prediction by Catton et al. 
[2]. Both of the theoretical curves are for Ra„ = 3.0x 105, 
while the data is for 3.5 x lO 5 . The two theoretical curves 
represent different boundary conditions on the unheated 
walls. The solid line is for the case where the unheated wall is 
adiabatic while the dashed line is for the case where the 
unheated wall is conducting perfectly between the hot and 
cold walls. 

In a low aspect ratio enclosure, the boundary conditions on 
the horizontal connecting walls take on much greater im­
portance than do the connecting surfaces in high aspect ratio 
enclosures. Thus, a more complete description of the 
horizontal boundary conditions is appropriate at this point. 
One difference between this investigation and other similar 
studies lies in the fact that all interior surfaces were carefully 
sprayed with at least six coats of 3M Nextel Black Velvet to 
give the surface an emissivity greater than 0.995. Unlike 
investigations with highly polished hot and cold walls, surface 
radiation has a significant effect on the unheated walls. For 
an adiabatic surface with no radiation present, the convective 
flux at the surface is identically zero. The black insulated 
surface in this investigation absorbs a radiative flux from the 
surrounding enclosure, but since it is insulated, it returns a 
radiative and convective flux back into the fluid. Thus, it is 
not surprising to note that on Fig. 4 the experimental data lie 
between the theoretical curves for adiabatic and perfectly 
conducting boundary conditions. The perfectly conducting 
boundary condition is also a case in which the horizontal 
surfaces have a non-zero convective flux. Given the ex­
perimental curve, the agreement with the results of Catton et 
al. [2] is considered excellent. 

The average heat-transfer results for this air-filled, non-
partitioned enclosure are presented and compared to other 
previous studies in Fig. 5, as the average Nusselt number, 
Nu,v, presented as a function of the Grashof number. The 
data for this air-filled, nonpartitioned enclosure can be 
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Fig. 6 Local heat-transfer results for a partitioned enclosure at 
GR* = 4.93x103 

adequately represented by the correlation obtained by the 
least squares fit: 

" , =0.111 G r , / 3 0 
Nu„ (3) 

Typical local heat-transfer data for the air-filled, par­
titioned enclosure and for the C 0 2 at about the same Grashof 
number of 4.9 x 105 are presented in Fig. 6. The local Nusselt 
number Nu(£) is plotted versus the nondimensional wall 
height £. The maximum value of Nu(£) again occurs near 
J = 0.20, however the peak is not as well defined in the 
nonpartitioned enclosure as it is in the partitioned enclosure. 
One of the effects of the partitions is to reduce the local 
Nusselt numbers along the entire length of the hot wall, with 
the greatest reduction occurring at the base of the hot wall. It 
should be noted that the carbon dioxide data can be reported 
along with the air data without regard to gaseous radiation 
effects since the temperatures involved in the investigation 
were not high enough to be significant. 

The effects of the partitions can also be seen by 
examination of the temperature profiles across the middle of 
the enclosure. Figure 7 presents the mid-height dimensionless 
temperature profiles (£ = 0.50) of a partitioned and of a 
nonpartitioned enclosure at GrH, =4.93 x 105. The figure 
shows that the temperature for the partitioned enclosure is 
significantly higher for 0 . 1 0 < T < 0 . 4 5 and lower for 
0.65 < T < 0 . 9 0 than the temperature in the nonpartitioned 
enclosure. This is due to the deflection of the relatively warm 
fluid downward and the cold fluid upward by the top and 
bottom partitions, respectively. These deflections are clearly 
evident in Fig. 8, which shows the experimentally determined 
isotherms in the partitioned enclosure at Gr = 4.8 x 105. 

The average heat-transfer results for the partitioned and 
nonpartitioned enclosures are summarized in Fig. 9. As can be 
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Fig. 7 Midheight temperature profiles (t = 0.50) at Grw =4.93x 105 

Fig. 8 Experimentally determined isotherms in the partitioned en­
closure: G r „ =4.74 x 105 

seen in the figure, the overall effect of the partitions is to 
reduce the average heat transfer by approximately 15 percent. 
It is also significant to note that the slope of the partitioned 
data is slightly higher than that of the nonpartitioned en­
closure. The expression obtained by the least squares fit of the 
data, 

~~ ,=0.063Gr°" Nu„ (4) 

can be used to correlate all of the results within the partitioned 
enclosure to within 3.5 percent. 
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Fig. 9 Average heat·lransfer results in partitioned and nonpartltloned
enclosures

In the numerical studies by Chang [9], it was found that the
effect of partitioning on the convective heat transfer was to
reduce the Nusselt number in this Grashof number range by
about 10 percent at the high Grashof numbers to 20 percent at
the low Grashof numbers. The corresponding reductions in
this study are, correspondingly, 12 and 21 percent.

It is appropriate at this point to mention the initiation of
unsteady flow conditions. Before a photograph was taken, the
image of the enclosure and the fringe shift pattern was
carefully monitored on the ground glass screen of the camera
in order to dectect motions in the fringe field which would

. indicate instabilities in the fluid. The core of the partitioned
enclosure could be seen to be in motion at Grashof numbers as
low as 5 x 105 • Figure 10 presents a sequence of photographs
showing the unsteady character of the fringe structure at a
Grashof number of Gr w = 3.1 X 106. This necessitated a time
averaging of the data by analyzing several interferograms.
Fluctuations in the core increased and reached up into the
upper corner of the hot wall and in the lower corner of the
cold wall above Gr w =106 • At a Grashof number of ap­
proximately 3.0 x 106 the motion became intense enough to
bend some of the fringes such that they would break away
from the main part of the fringe and form an independent
circular fringe. The circular fringes would often rejoin the
main fringes within 0.1 s. It is interesting that Chang [9]
predicts that at about 106 the flow changes from a single
vortex in the enclosure to a double vortex. This clearly in­
dicates a transition process beginning. At Gr w = 4.0 X 106 it
became apparent that fringes were continually moving at the
hot wall for ~ = :s0.20. This turbulence is not necessarily two
dimensional although the initiation of transition for free
standing vertical surfaces in an infinite medium is charac­
terized by the approximately 2-dimensional waves [24].

(8) Observe the independent clr·
cular fringes, one In the lower
left hand corner, and another
slightly and left of the lower
partition.

(b) Faint, but distinct dots form in
the relatively large white areas
of the upper right hand corner
and slightly below and right of
the top partition.

(c) The white area becomes black
In the upper right hand corner,
while the dot just below the top
partition is being surrounded by
an adjacent fringe.

(d) The adjacent fringe has now
pinched in on itself and com·
pletely enveloped the dot, While
nearly breaking away from the
main part of the 'ringe.

(e) Later, the fringe reopens from
around the dot, which in this
case becomes larger and
darker. Notice that another
circular fringe has nearly for·
med just left of the already
independent circular fringe
slightly above the lower par·
titian.

Fig. 10 Unsteady fringe structure in tfle partitioned enclosure at
Grw :3.1 x 106
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Concluding Remarks

These studies show a very significant affect due to the
presence of partitions in the convective heat transfer in an
enclosure of aspect ratio I. The effect is less pronounced as
the Grashof number is increased. The partitions appear to
have an unsettling effect on the flow field an dinduce un­
steady effects at lower Grashof numbers for the non­
partitioned enclosure. The CO2 data presented herein form
the basis for follow up studies on the effects of gas radiation
on enclosure heat transfer. Significant studies remain to be
completed such as the determination of the velocity field
within the enclosure. It would also be very significant to study
conditions where gas radiation would result in enhancement
of the total heat transfer.
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Transient Natural Conwection 
Experiments in Shallow Enclosures 
This paper reports experimental observations on transient natural convection in 
enclosures at high Rayleigh numbers (1.28xl09, 1.49xl09) and low aspect ratios 
(0.0625, 0.112). The phenomenon consists of the establishment of thin intrusion 
layers along the horizontal adiabatic surfaces; in time, the intrusion layers exchange 
heat with the isothermal core of the cavity, leading to the thermal stratification of 
the core. The approach to steady state is gradual, contrary to the theoretical 
prediction of Brunt-Vaisala wave motion (Patterson and Imberger [6]). The 
measured durations of the observed transients agree very well with theoretical 
estimates. 

Introduction 
The objective of this paper is to report a series of ex­

perimental observations on transient natural convection in a 
shallow enclosure with heated vertical ends and adiabatic 
horizontal walls. The most recent review article on natural 
convection in enclosures [1] shows that the research effort on 
this topic is focused almost exclusively on the steady-state 
regime of the phenomenon. With few exceptions [2, 3], the 
transient regime has been overlooked, despite its fundamental 
role in the establishment of any steady state. Furthermore, 
many engineering applications of the enclosure problem 
operate not in the steady state but in the transient regime (e.g., 
solar collectors, attics and other closed spaces in buildings, 
the discharge of thermal pollution into shallow bodies of 
water). 

In this paper we report experimental results documenting 
the transient regime in the parametric domain of high 
Rayleigh numbers (109 - 1010) and low geometric aspect ratios 
(H/L = 0.0625, 0.112). As pointed out in the preceding 
paragraph, the present transient experiments bridge a gap in 
the research on convection in enclosures. The present ex­
periments add also to the relatively scarce information 
available on the steady state in the (high Ra, low H/L) 
domain: the only steady-state experiments in this domain have 
just been reported [4, 5]. 

An important stimulus for present experimental study has 
been the recent theoretical paper by Patterson and Imberger 
[6], to which the authors of this report have had early access. 
Patterson and Imberger relied on pure scaling arguments to 
piece together complete "scenarios" for the evolution of the 
bouyancy-driven phenomenon in the transient regime. 
Patterson and Imberger were able to test some of their 
predictions by simulating the transient flow numerically in the 
parametric domain 10"1 < Ra < 1.4 x 105,H/L = 1 andPr 
= 2, 7. Inasmuch as the scaling scenarios constructed by 
Patterson and Imberger [6] are essential to understanding the 
theoretical foundation of the transient regime, it is important 
to verify them experimentally in the parametric domain in 
which they have not been tested. 

The First Transient Experiment 

We carried out two transient experiments in two separate 
enclosures, using water (Pr = 6) as the working fluid. The 
positions of the two experiments are labeled A, B on the 
(aspect ratio - Rayleigh number) chart of Fig. 1. On the same 
chart we show the regions occupied by four of the transient 
scenarios (regimes II-V) described in reference [6]. We also 
show some of the characteristics of each scenario. In addition 
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to the present experiments (A,B), Fig. 1 shows the location of 
the numerical experiments (runs 2-5) reported in reference [6] 
for a square cavity filled with water. The present experiments 
(A,B) lie in a parametric domain which has not been in­
vestigated previously. 

We performed the first experiment (A) in a shallow en­
closure 2.44-m long, 15.2-cm tall and 76-cm wide (Fig. 2). The 
main construction details of this apparatus are reported in 
reference [5]. For the present experiment we increased the 
number of access ports through the upper wall, from 8 to 30; 
through these ports we lowered thermocouples and velocity 
probes into the cavity. In addition, we used a special tem­
perature probe consisting of eleven bead-in-glass (1-mm dia) 
thermistors aligned in the vertical direction. Details of this 
special probe are presented in Fig. 2. The probe was mounted 
close to the geometric center of the cavity, with the thermistor 
stems oriented perpendicularly to the two-dimensional flow 
(i.e., normal to the enclosure cross-section shown in the top 
half of Fig. 2). Through this thermistor array we were able to 
monitor the history of the vertical temperature profile across 
the enclosure. 

The experiment consisted of instantaneously changing the 
end-temperatures of the apparatus, at a time when the water 
space was isothermal (T0=24.0°C) and in equilibrium with 
the ambient. The cold-end temperature was lowered to 
TL = 15°C, by suddenly circulating precooled fluid (from a 
constant-temperature-bath refrigerator) through the cooling 
jacket of the apparatus. The warm-end temperature was 
raised to TH = 35°C, by suddenly turning the power on and 
dissipating 300 W in the heaters embedded in the warm end. 

The selection of the proper temperature levels, TL and TH, 
formed the subject of a series of preliminary experiments in 
which the power dissipated in the electric heaters and the 
refrigerated bath temperature were adjusted until the resulting 
average temperature (TH + TL)/2 matched, as closely as 
feasable, the initial temperature of the fluid. Thus, we were 
able to reproduce in the laboratory the experiment theorized 
in [6], where both ends of the enclosure experience step 
temperature changes of equal magnitude. In the experiment, 
the end temperatures reached TH, TL not suddenly, but over a 
period of order 15 min. However, considering the time scale 
of the transient flow observed in the cavity (hrs, Fig. 3) we 
regard the temperature boundary conditions imposed on the 
apparatus as adequate to simulate the experiment of [6]. 

We monitored the experiment by recording the temperature 
at points under the access ports and at the eleven points 
defined by the thermistor array (Fig. 2). In all cases, the 
approach to the steady-state temperature occurred gradually. 
Within the accuracy of our instruments (±0.1 °C), we did not 
detect any temperature oscillation, regardless of the position 
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of the temperature probe and the stage in the approach to the 
steady-state. In Fig. 3(a) and 3(b), we report the most 
representative part of this record, supplied by the thermistor 
array. Figure 3(a) shows the temperature history of each point 
tested in the center region of the enclosure; Fig. 3(b) displays 
the same information in a manner which emphasizes the 
evolution of the vertical temperature profile. The gradual 
approach to the steady state occurs in two distinct phases. In 
the first phase, which lasts approximately 4 hrs, the fluid 
achieves a thermally layered structure. The second phase lasts 
approximately 18 hrs, as is due to the slight discrepancy 
between the average temperature (TH + TL)/2 and the am­
bient T0. In the second phase, the enclosure "as a whole" 
reaches a new thermal equilibrium with the ambient: the 
duration of this process is governed by the conductance of the 
thermal insulation surrounding the apparatus. In principle, 
this second phase could be avoided by slightly increasing the 
Joule heating rate or by slightly increasing the temperature of 
the refrigerated bath; the experiment documented in Fig. 3(a) 
and 3(b) represents the best we were able to do to achieve this 
ideal condition. 

Comparison With Theory 

Comparing the experimental results with scenario V en­
visioned by Patterson and Imberger [6], we find agreement as 
well as one important discrepancy. The main feature of 
transient regime V is the approach to steady-state via thermal 
layering by diffusion between the two intrusion layers (wall 
jets) lining the horizontal walls of the cavity. This prediction 
is confirmed strongly by experiment. For example, Fig. 3(b) 
shows the formation of thin thermal wall layers in the early 
stages of the transient (0-lhr). These thin layers surround a 
region of fluid which is essentially isothermal. In time, the 
two wall layers are cooled and, respectively, heated by the 

inner region. In the steady state the fluid sandwiched between 
the two intrusion layers is linearly stratified. 

The final thermal layering and the intrusion layers are 
shown with great clarity in Figs. 4 and 5. Figure 4 was drawn 
by first measuring the vertical temperature profile under each 
of the 30 access ports and, on this basis, by constructing the 
temperature surface T(x,y) prevailing over the cavity cross 
section. Figure 5 shows a sequence of velocity profiles 
measured under twelve of the thirty access ports. The velocity 
measurements were based on the thymol blue pH indicator 
method which has been used in a number of free convection 
experiments [7, 8]; the actual velocity probes and the velocity 
calculation procedure on which Fig. 5 is based are described in 
[8]. The velocity profiles of Fig. 5 and the isotherms of Fig. 4 
show that at the end of the transient the cavity is filled by 
thermally stratified stationary fluid bounded above and below 
by wall intrusion layers. These results agree with scenario V 
described in [6], which predicts the presence of distinct 
horizontal intrusion layers in the steady state. 

The duration of the thermal layering of the transient ex­
periment, Fig. 3, is also predicted correctly by the scaling 
arguments presented in [6]. According to the theory, the 
horizontal layering should be complete when 

(?) 
where t* is the dimensionless time 

/ 
t* = H2/a 

(1) 

(2) 

and the sign " ~ " stands for "is of the same order of 
magnitude as." The time estimate t* is based on the argument 
that vertical end boundary layers are well established and of 
order 5 ~ HRa ~1/4; the duration of the transient, t, is obtained 

Nomenclature 

D 

g 
H 
k 
L 
N 

vertical dimension of the 
second experimental ap­
paratus, shown in the upper 
half of Fig. 6 
gravitational acceleration 
vertical dimension 
thermal conductivity 
horizontal dimension 
Brunt - Vaisala frequency, 
equation (7) 

Pr = Prandtl number 
Ra = Rayleigh number, equation (3) x,y = 

t = overall duration of the tran­
sient phase, equation (2) a = 

t* = dimensionless time of tran- /3 = 
sient, equation (1) 

TH = warm end temperature 8 = 
TL = cold end temperature 
TQ = initial temperature v = 
AT = temperature difference, w = 

horizontal and vertical 
coordinates 
thermal diffusivity 
coefficient of thermal ex­
pansion 
thickness of the vertical 
boundary layers 
kinematic viscosity 
frequency of internal wave 
motion, equation (6) 
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by dividing the thermal inertia of the entire 
(k/u) HLAT, by the end heat-transfer rate, kHAT/8. 
For the transient experiment of Fig. 3, we have 

gW\TH-TL) 
Ra = = 1.28xl09 

cavity, 

(3) 

According to criterion (5), the internal wave motion is to be 
expected in domains IV and V on Fig. 1. For the first transient 
experiment (A), expressions (6, 7) yield 

7V-u~0.55s- (8) 

which, combined with H/L = 0.0625 and expressions (1, 2) 
yields 

?~3.7hr (4) 
This estimate agrees very well with the duration of the ap­
proach to thermal stratification shown in Fig. 3(a); for 
example, the highest probe (no. 0, bottom of Fig. 2) records 
the peak temperature in the upper intrusion layer at t = 4 hr. 
The same time constant governs the evolution of the tem­
perature measured by the remaining thermistors in the array. 

The important discrepancy between experimental results 
and theory [6] concerns the absence of oscillations in the 
approach to steady state. Patterson and Imberger argued that 
for Rayleigh numbers in excess of 

( Pr V 
(5) 

one should observe an internal wave motion with a frequency 
of order 

TV. 
[l+(H/L)2]'A 

where TV is the Brunt-Vaisala frequency [9] 

(a»Ra)'/2 

TV~-
H1 

(6) 

(7) 

The corresponding period of the oscillation is of order 
11.5s. Although a fluctuation of this type is well within our 
measuring capability, we were unable to detect it. As men­
tioned in the preceding section, the temperature of all the 
points sampled in the cavity evolved smoothly. 

The discrepancy between the "wave" prediction and the 
"no-wave" observation could be attributed to the fact that 
experiment (A) lies relatively close to the wave/no-wave 
boundary (5) (frontier between scenarios III and IV on Fig. 
1). To check the validity of this explanation, we conducted a 
second transient experiment which, parametically, is situated 
further from the wave/no-wave boundary (5). 

The Second Transient Experiment 

We performed the second experiment (B) in a water-filled 
horizontal cylindrical enclosure with different end-
temperatures. Details regarding the construction of this 
apparatus were given in an earlier paper on steady-state 
natural convection in a horizontal pipe [8]. The enclosure has 
a 14-cm dia and a length of 1.25 m, hence, the geometric 
aspect ratio (D/L = 0.112) is almost double compared with 
that of the first experiment. We consider this enclosure 
adequate for testing the two-dimensional theoretical 
arguments [4] because, as shown in [8], in the high Ra regime 
the end (vertical) boundary layers as well as the horizontal 
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intrusion layers are thin relative to the third dimension of the 
enclosure (D, perpendicular to the sketch shown in the upper 
half of Fig. 6). At a high enough Ra, the horizontal cylinder 
behaves very much like a horizontal two-dimensional cavity. 

This opinion is the result of the earlier experiment [8] which 
sought and was unable to document the effect of wall cur­
vature. It was found that at a Rayleigh number of order 109 

the vertical end layers have a thickness of order £>Ra"l/4 — 1 
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mm, whereas the horizontal layers have a maximum thickness 
of order 1 cm. These scales are the same as the ones measured 
in a two-dimensional cavity at the same Ra [5]. The ex­
periment of [8] also showed that the core of the horizontal 
cylinder is nearly identical to the two-dimensional core ob­
served in [5]. Thus, the high Ra circulation established in 
experiment B is fundamentally the same as the flow observed 
in experiment A. Indeed, in a circular cross section through 
the cylinder, the top and bottom horizontal layers have flat 
cross sections (as in experiment A) which indicate that the 
wall curvature effect on the horizontal jets is minimal. 

The experimental procedure was essentially the same as in 

the first experiment. The pertinent data describing this second 
transient are 

r 0 =27 .5°C 

r H = 42°C,TL = 12°C 

Ra=1.49xl0 9 ,£» /L = 0.112 

(9) 

The end temperatures were established within 7 min by 
dissipating 115 W in the warm-end electric heaters, and by 
connecting the cooling jacket of the cold-end to a constant-
temperature-bath refrigerator. The water temperature was 
monitored using chromel-alumel (type K) thermocouples, 
which were lowered into the cavity through the access ports. 
Since we were primarily interested in temperature fluc­
tuations, the output from the thermocouples was recorded on 
tape or, if desired, displayed on the screen of an oscilloscope. 

The observed transient behavior of the cavity is similar to 
the behavior documented in experiment A (Figs. 3-5). Once 
again, we die/ not detect any temperature fluctuations. Figure 
6 shows the temperature history at four places in the cavity, 
labeled 1-4 on the apparatus cross section. The steady state is 
achieved in approximately 2 hrs: this time interval is in very 
good agreement with the theoretical calculation 

<-~(ir Ra- = 0.0454 
(10) 

t = 
D2 

t*~ 1.68 hrs 

The approach to the steady state is gradual, suggesting once 
again that at least in the area covered by experiments A and B, 
the thermal waves are not a feature of scenario V envisioned 
by Patterson and Imberger [6], 

In both experiments, A and B we searched for temperature 
oscillations using thermocouple probes (not thermistors). We 
used chromel-alumel thermocouples with a bead diameter of 
0.4 mm. The response time of the thermocouples is 2 s, which 
makes them compatible with the task of detecting an 
oscillation of period 11.5 s. Thermistors were used only in the 
array (Fig. 2) to track the evolution of the entire temperature 
profile. The thermistor response time is 20 s, which is 
adequate for recording a transient phenomenon with a 2 hr 
time constant (Fig. 3(a)). 

Conclusions 

This paper reported experimental observations on transient 
natural convection in shallow enclosures, at high Rayleigh 
numbers, and low aspect ratios. When the end-temperatures 
of the enclosure are changed suddenly, the approach to the 
steady state exhibits the following general characteristics: 

1 The horizontal adiabatic walls of the cavity are lined by 
thin intrusion layers surrounding an isothermal (motionless) 
core region. 
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2 The thermal diffusion between the core region and the 
intrusion layers leads, in time, to the thermal stratification of 
the core region. 

3 The steady state is achieved within a time of order 

' ( 7 ) R a 1 / 4 

4 The approach to steady state is gradual, i.e., free of the 
wave activity predicted by [6]. 

Overall, the experimental observations support the 
theoretical scenario V constructed by Patterson and Imberger 
[6] for the high Ra - low H/L limit considered in this study. 
The only discrepancy between theory and experiment is in the 
absence of Brunt-Vaisala waves (conclusion 4, above). 
Therefore, the boundary between scenarios III and V (Fig. 1) 
is not realistic as frontier between "gradual" and "fluc­
tuating" transients. 
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Heat Transfer Through a Double 
ane Window 

By finite difference calculations the convective flow in a vertical enclosure heated 
from a side is investigated. The emphasis in the study is for the flow of air in a 
window cavity. Detailed plots of the stream patterns and isotherms in a 
multicellular flow are shown and vertically averaged Nusselt numbers as well as 
typical local values are given. The calculations compare favorably with the ex­
periments of ElSherbiny, Raithby, and Hollands. A working formula for window 
spacings is suggested. 

1 Introduction 

Heat transfer across an air cavity such as exists in a double 
pane window is an old problem in natural convection. 
Although in practice the temperature of neither of the two 
windowpanes may be uniform, to estimate the heat transfer 
across the air gap the best one can do today is to use 
correlations obtained from experiments on cavities in which 
the vertical sidewalls were kept isothermal. Whether the top 
and bottom of the cavity are made of highly conducting 
material or of material of low conductivity introduces further 
uncertainty to the estimate. 

The circulating flow in a window cavity is sufficiently 
complex that a closed form solution has not been found. 
Consequently, our present understanding of the flow is the 
result of a slow progress through what might be called a rocky 
road of experiments and approximate analyses. On the one 
hand the well quoted experiments of De Graaf and van der 
Held [1] are inconsistent with the analysis by Jacob [2] of 
some of the other early experiments. And neither Jacob's nor 
de Graaf and van der Held's correlation lends itself to a good 
theoretical explanation. On the other hand, lack of detailed 
experimental information about the flow and temperature 
field inside the cavity led Batchelor [3] to advance a theory 
which later needed to be reworked. 

It was only after the interferometric studies by Soehngen [4] 
and Eckert and Carlson [5], that the thermal structure of the 
flow became known. Important also was the study of Elder 
[6] of the velocity field, and it was these two studies which 
allowed Gill [7] shortly thereafter to work out a boundary 
layer theory for the flow. Some improvements into Gill's 
theory have been made by Bejan [8] and Graebel [9], but the 
dependence of the Nusselt number on the aspect ratio is still 
not completely settled. 

To obtain the best insulation from the double pane window, 
the flow in the cavity turns out to be different than that which 
the boundary layer theory explains. For the range of 
parameters appropriate for double pane windows numerical 
methods have best promise to predict the flow patterns. In the 
early numerical solutions the emphasis was, however, on low 
aspect ratio cavities, for the reason that the number of grid 
points could thus be kept tolerably low. The notable ex­
ceptions are the studies of Newell and Schmidt [10], Thomas 
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and de Vahl Davis [17] and Jones [12], who have considered 
cavities with aspect ratios as high as 20. We have taken 
another look at this problem, and by numerical experiments 
hope to give a clearer picture of the behavior of the convective 
flow in a window cavity and the heat transfer resulting 
thereof. 

We assume that an independent calculation is made of the 
contribution of thermal radiation and that the model of 
isothermal sidewalls is adequate to describe a double pane 
window. We are then concerned with the relative contribution 
of conduction and convection to the transfer of energy across 
the enclosed air space. For a small spacing convection is 
absent and from Fourier's law one sees that the heat transfer 
is inversely proportional to the gap width; thus increasing the 
spacing of the panes decreases the heat transfer. On the other 
hand, when convection dominates it is not obvious at first 
sight how the heat transfer should vary with the pane spacing. 
One can get at a partial answer by a couple of straight forward 
steps from a heat-transfer correlation, which is of the form 

Nu = CRaM"<5 

In the Nusselt and Rayleigh numbers the length scale, L, is the 
gap width. Also in this expression the letter A is meant to 
stand for the aspect ratio. Under the conditions when this 
correlation is valid, the heat transfer increases as the gap is 
made wider if 3a + /? — 1 > 0. 

Emery and Chu [13] report the values of a = 0.250 and /3 
= 0.250. These show that the heat transfer is independent of 
L. The same conclusion was drawn by Mynett and Duxbury 
[14] who based on their experiments, concluded that a = 
0.263 and (3 = 0.210. Other correlations give different values 
for a and /3. If these two particular sets of values are nearly 
correct, one is lead to ask whether the heat transfer decreases 
monotonically, or is there an overshoot. In the latter case 
there would be an optimum spacing for the panes. 
Calculations by de Vahl Davis [15] and Thomas and de Vahl 
Davis [11] indicate that an optimum exists. Rather than trying 
to fit their data into a single correlation, they organized it 
according to the classification of the flow by Eckert and 
Carlson [5], and provided three correlations, one for the 
conduction, another for the transition, and a third for the 
boundary layer regime. It was in the boundary layer regime in 
which they found the heat transfer to be quite independent of 
the aspect ratio. This case corresponds to a wide gap between 
the panes. As the gap is made narrower the flow enters the 
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Nomenclature 

A = aspect ratio, H/L 
C = constant 
g = gravitational acceleration 

Gr = Grashof number, 
gj3ATL3/p2 

GTH = Grashof number, 
gPATHi/v2 

h = heat-transfer coefficient 

H = height of the enclosure 
k = thermal conductivity 
L = width of the enclosure 

Nu = Nusselt number, hL/k 
Nuw = Nusselt number, hH/k 
Nil, = local Nusselt number, hyH/k 

Pr = Prandtl number, v/a 

Ra = Rayleigh number, 

AT = temperature difference 
a = thermal diffusivity 
(3 = coefficient of volumetric 

expansion 
v = kinematic viscosity 
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Fig. 2 Isotherms corresponding to conditions cited in Fig. 1 

transition regime and the heat transfer drops until conduction 
becomes the dominant mode. Further reduction in the gap 
width increases the heat transfer as predicted by Fourier's 
law. The optimum gap width appears to be near the 
changeover from the conduction to the transition regime. It 
may be that in many of the correlations which can be found in 
the literature, data to construct a correlation have been in­
cluded from both the transition and boundary layer regimes, 
with the result that a, and particulary 0, have values which 
vary greatly from one correlation to the next. 

So far so good, but there is another aspect to be thought 
about; namely, window cavities often, have very large aspect 
ratios and in such cases the structure of the convective flow in 

the cavity is known to be quite different than it is in enclosures 
of low aspect ratio. Experiments by Vest and Arpaci [16] 
show that above Gr = 8000 or so the flow undergoes a tran­
sition to a multicellular pattern. Stability calculations by 
Rudakov [17], Korpela, Goziim, and Baxi [18] and by 
Bergholz [10] affirm this as well. This changes the picture, 
because if the Nusselt number for a multicellular flow is 
correlated as above the factor involving the aspect ratio drops 
out for a very tall cavity. The reason for this is that increasing 
the aspect ratio only changes the number of cells and not the 
heat transfer across them. The correlation would now become 
similar in form to the one in the boundary layer regime, but 
for a different reason. Actually, for cavities of only 
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Fig. 3 Average Nusselt numbers NuH as a function of inverse of the 
aspect ratio for convection of air, Pr=0.71, in a vertical cavity. The four 
curves correspond to different values of Grashof number, GrH. 

moderately large aspect ratio a substantial part of the energy 
is still convected across the top end of the slot so that the 
Nusselt number for this reason does depend on the aspect 
ratio. In any case the question of heat transfer in multicellular 
flow of air is still open and the aim of this note is to provide a 
small contribution to this area of knowledge. 

2 Analysis 

Our approach has been to integrate the Boussinesq 
equations numerically, using finite difference techniques. In 
particular we cast the equations in the vorticity-stream 
function form and used centered time differences, the 
Arakawa differencing for the convective terms, and the 
DuFort-Frankel method for the diffusive terms. The Poisson 
equation we solved by the Buneman's odd-even reduction 
scheme with a program given to us by Home [20]. The 
Arakawa's method we chose with the expectation that it 
would work well in a problem which undergoes a transition to 
a multicellular flow as a result of hydrodynamic instability. 
The reason why it ought to work, as pointed out by Roache 
[21], is that the method conserves vorticity, square of vorticity 
and kinetic energy, and similar quantities in the energy 
equation. The technique has been used in natural convection 
by Quon [22], Wirtz and Liu [23] and Home [20]. The 
DuFort-Frankel method of differencing the diffusion term 
removes the diffusive stability criterion and only the Courant 
condition must be observed. 

Most of our calculations were made on a 17 x 65 grid. The 
Nusselt number we calculated with.a three point finite dif­
ference formula at the wall, and obtained the average value by 
integrating over the height of the cavity using Simpson's rule. 
We checked our calculations against the results of Chu and 

Churchill [24] and Roux et al. [25] for a square cavity. We 
found that our Nusselt number, calculated on 17 x 17 grid, 
was 5.7 percent higher at Gr = 70420 than that obtained by 
averaging their results. For a 33 x 33 grid the difference 
reduced to 1.7 percent. Their results differed by 3.9 percent 
from one another. This is the order of magnitude of the error 
we were forced to tolerate to keep the computation time 
within reason. For tall cavities we checked the steady-state 
energy transport across each vertical plane and found that for 
17 x 65 grid it varied no more than ± 1.9 percent from the 
mean. 

3 Results 

The result of computing the stream pattern and isotherms is 
shown in Fig. 1 and 2. In these figures the hot wall is at the 
left and the fluid in the cavity is air with Pr = 0.71. The 
Grashof number, GTH = gfiATH3/v2, is based on the vertical 
height, H, and has the constant value 6.4 x 107 for these 
plots. The aspect ratio varies from 20 to 10. On the leftmost 
figure the flow is unicellular and dominated by conduction. In 
the next two the flow has undergone a transition to a 
multicellular flow. From the isotherms in Fig. 2, one sees 
there is little background thermal stratification in the flow in 
the region where the cells are. This is in contrast to flows at 
large value of Prandtl number in which de Vahl Davis and 
Mallinson [26] and Seki et al. [27] have shown that a strong 
stable vertical temperature gradient exists in the flow and 
distortion of the isotherms by the :llular structure perturbs 
this only mildly. At the value of A = 12.5 and 10, the flow is 
in the transition regime according to the classification by 
Eckert and Carlson [5]. The flow is unicellular and free from 
effects of hydrodynamic instability. In both of these figures a 
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vertical stable temperature gradient is evident. Actually the 
flow in cavities with aspect ratios from 12.5 to 15 change from 
a conduction dominated flow to a multicellular flow and then 
to a unicellular flow in a transition regime, as the Grashof 
number based on the height is increased. Thus, at A = 12.5 
the flow shown in the figure would actually look more like 
that for A = 15 were the Grashof number lower. For A = 10 
this does not happen. 

We have made a map of the multicellular flow conditions 
and show this in Fig. 3. That figure also shows the average 
Nusselt number, based again on height, as a function of the 
inverse of the aspect ratio. The Grashof number based on 
height is a parameter for the curves. This way of presenting 
the data is useful for a designer because he or she can im­
mediately see how the gap width changes the heat transfer, for 
now the ordinate is directly proportional to the heat transfer 
and the abscissa to the gap width. The Grashof number, for a 
cavity of given constant height and for a given fluid, is then 
directly proportional to the temperature difference between 
the walls of the cavity. Also shown in the figure are curves 
obtained from the correlations of Thomas and de Vahl Davis 
[11]. Throughout the entire range of the calculations our 
results differ from theirs by only a couple of percent. We have 
plotted only their correlations from the conduction and 
transition regimes. The boundary layer regime occurs further 
to the right in the figure and we have no results there. Other 
correlations for the boundary layer and transition regimes 
such as that of Newell and Schmidt [10] is about 10 percent 
higher than our values, and that of Berkovsky and Polevikov 
[28] about 10 percent lower. 

So far we have not mentioned the study of ElSherbiny, 
Raithby and Hollands [29]. This is an important experimental 
investigation for they report data in it for cavities with aspect 
ratios as high as 110. It complements the study of Hollands 
and Konicek [30] nicely, and the data they present in this 
article is probably the most accurate obtained so far. When 

we plot the data from their correlation on Fig. 3, we see that 
our calculations fall very close to their experimental values. 
We think this close agreement to be actually somewhat 
fortuitous. There are two reasons why the two sets of data 
should differ. First, we were not able extrapolate our results 
to zero grid size for the reason that the Nusselt numbers did 
not vary monotonically at first as the grid spacing was made 
smaller, and we could not afford to calculate at sufficiently 
small grid spacings to obtain monotonicity. From the trends, 
however, we estimate that our results are approximately 4-5 
percent too high. The second reason why our results should 
differ from theirs is that their experimental cavity was con­
structed to have a highly conducting top and bottom. For a 
square cavity, Roux et al. [25] show that a conducting top and 
bottom boundaries give lower values for the Nusselt number 
than those obtained for insulated lateral walls. How large this 
influence is for cavities with aspect ratios greater than 10 is 
not clear at this time but correcting for it would shift that data 
of ElSherbiny, Raithby and Hollands above our calculated 
values. 

As near as we can tell from our calculations, the cavity 
insulates best just before the flow undergoes a transition to a 
multicellular flow. But the curves are rather flat after the 
minimum, so it is better to make the gap too wide than too 
narrow. As the flow enters the multicellular regime the local 
Nusselt numbers undergo a change. In Fig. 4, these are shown 
at the hot wall for three values of Grashof number. The aspect 
ratio in this case is 20. The maximum value occurs at the 
bottom corner where the cold fluid which has been swept 
across the bottom end comes to contact with the hot wall 
creating a steep temperature gradient. Once heated the fluid 
ascends and for a flow without cells does not change in 
temperature. The Nusselt number is equal to the aspect ratio, 
which means that energy under these conditions gets trans­
ferred across the slot entirely by conduction. At the top the 
fluid turns toward the cold wall creating a mild temperature 
gradient at the hot wall and thus a lower value for the local 
Nusselt number. In the cellular flow, energy is transferred by 
convective motion across the cells. The local peaks are at the 
locations where the returning colder flow again comes to the 
closest contact with the hot wall. 

From Fig. 3 one sees that the multicellular flow structure 
actually does not change the heat transfer by much. The 
reason is that most of the energy is transferred across the 
ends. Only for cavities with aspect ratios of the order of 40 or 
more would the multicellular convection be truly significant. 
We don't have calculations for such high aspect ratios, but 
they would be worthwhile to carry out because, particularly in 
commercial buildings, windows are often very tall. In the 
meantime near optimum insulating capacity can be obtained 
by spacing the panes wide enough apart so that the flow is on 
a verge of undergoing a transition to a multicellular flow. 
From the results of Bergholz [19] one can derive a working 
formula for the spacing. In terms of the aspect ratio it 
becomes, 

For Grw = 1 x 108 this equation gives \/A = 0.046 and for 
Grw = 6.4 x 107 it gives \/A = 0.054. Both of these values 
are near the minimum of our calculated curves. For aspect 
ratios sufficiently large so that the second term can be 
neglected the equation reduces to Gr = 8000, the value 
corresponding to a transition to a multicellular flow from the 
conduction regime. 
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High Rayleigh Number Solutions 
to-Problems of Latent Heat 
Thermal Energy Storage in a 
Horizontal Cylinder Capsule 
An analysis was made of the melting and solidification heat transfer inside a 
horizontal circular cylinder capsule in which n-octadecane or water was used as a 
phase change material. Special efforts were made to obtain solutions with high 
Rayleigh numbers (i.e., for large diameters). To this end, the following three tools 
had been adopted: (i) To save computation time, a high-accuracy, multipoint, 
explicit finite difference scheme was adopted; (//') To eliminate complex moving 
boundaries, two-dimensional Landau transformation was adopted; (Hi) To 
suppress the strong numerical instability, a smoothing technique using the least 
square method of the sixth order was devised. Transient aspects for natural con­
vection flow, temperature profiles, and melting interfaces were clarified in detail. It 
is especially noted that entirely different results from those of Pannu et al. were 
obtained. 

Introduction 
Since the first study by Neumann more than 120 years ago, 

scientists have investigated freezing and melting problems 
extensively because of their broad applications to many fields 
of engineering and science, including meteorology. The 
development of these problems have been reviewed by several 
investigators [1-6]. 

These fundamental problems have recently attracted a great 
deal of interest because, among other things, of their role in 
thermal energy storage (TES) of solar energy. Two pioneering 
works on this subject have been elaborated by Sparrow, 
Schmidt and Ramsey [7], and Bathelt, Viskanta, and Lein-
denfrost [8, 9]. These authors have performed experiments 
dealing with the melting of phase change material around a 
horizontal heated cylinder. In determining heat-transfer 
characteristics, their papers especially emphasized that 
natural convection plays a dominant role; this approach 
contrasts to the findings of Neumann who considered con­
duction to be the only mode of heat transfer in Stefan 
problems. The analysis for the melt region created by a heated 
vertical tube embedded in a solid at its fusion temperature was 
performed by Sparrow et al. [10]. The importance of natural 
convection was also indicated for the freezing of a phase 
change material (PCM) around a cooled vertical cylinder [11]. 
The effect of subcooling on one-dimensional melting around 
a heated cylinder was analyzed by Sparrow et al. [12], using a 
coordinate transformation method. The results were com­
pared with those for plane melting at the same degree of 
subcooling. An experiment was also conducted to examine the 
subcooling effect for melting around a horizontal cylinder 
[13]. 

In spite of the fact that there exist some experimental works 
on melting and freezing around or inside a horizontal cylinder 
controlled by natural convection, it seems that theoretical 
analyses are relatively scarce. Of these theoretical analyses, an 
analysis of the two-dimensional freezing of water controlled 
by natural convection around a cooled horizontal circular 
cylinder has been performed by Saitoh [6], and by Saitoh and 
Hirose [14], employing an extended Landau transformation 
method. The transient freezing front contours, isotherms in 
the solid and liquid region, streamlines in the liquid region, 
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and Nusselt number distribution around the solid-liquid 
interface were obtained. 

A regular perturbation solution was obtained by Yao and 
Chen [15] in the melt region surrounding a heated horizontal 
cylinder. In their paper, they focused their attention on the 
short time solution where conduction was the dominant 
mode, and natural convection was treated as a perturbed 
quantity. However, it is noted that the expansion procedure is 
restricted to small Rayleigh numbers and Stefan numbers, 
which, in nature, restrict the scope of application to practical 
cases. Concurrently, the natural convection melting of ice in a 
horizontal circular cylinder was numerically analyzed by the 
present authors [6], making use of the method used in [14]. 
The density inversion effect on melting heat transfer was 
clarified. 

A numerical solution to natural convection heat transfer in 
a cylinder filled with PCM (a paraffin) has been obtained by 
Pannu et al. [16]. Their study seems to have been conducted 
concurrently with our study. The basic equations were 
transformed by virtue of two-dimensional Landau variables, 
though the details were not described in their paper. Various 
forms of multidimensional Landau transformations have 
already been proposed by a few researchers [10, 17, 18, 19]. 
Transient isotherms, streamlines, and the unmelted core area 
were calculated and shown in their graphs. 

This paper proposes a numerical method for problems of 
melting (also of solidification in part) controlled by natural 
convection inside a horizontal circular cylinder capsule 
packed with either a paraffin (n-octadecane), or water in the 
case of relatively high-Rayleigh numbers. The present 
problem involves: (;') a two-dimensional moving boundary, 
(ii) a strong numerical instability induced by natural con­
vection flow in the liquid region, especially for high-Rayleigh 
number cases, and (Hi) a formidable computing time (i.e., 
computer running cost) in order to raise the resolving power 
of computation for high Rayeigh numbers. To overcome 
these difficulties, we have developed three improved tools: (0 
a high-accuracy, multipoint, explicit difference method was 
developed to decrease the computing time, (ii) a two-
dimensional Landau transformation method was adopted to 
treat liquid-solid interfaces of various shapes, and (Hi) the 
least square method of the sixth order was devised to suppress 
the strong numerical instability. The temperature, stream 
function, vorticity, and moving boundaries were smoothed 
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4> = 0 

(p = rr 
Fig. 1 Schematic diagram and coordinate system of natural con­
vection melting in a horizontal cylinder capsule 

out by the above approximations, thereby enabling the high 
Raleigh number computations. The illustrative computations 
were made, in the main, for n-octadecane as a PCM. The 
reason for selecting n-octadecane is that its thermophysical 
properties are relatively well established, and that its liquid 
phase is transparent, which makes it convenient for ex­
perimentation. 

The transient liquid-solid interface, streamlines, isotherms, 
and heat-stored fraction were obtained. Similar calculations 
were performed for water. Calculations using the same 
parameters as those used in the paper of Pannu et al. were 
also carried out, and the results of the two papers were 
compared. 

Analysis 

A schematic diagram and coordinate system of natural 

N o m e n c l a t u r e 

convection melting in a horizontal cylinder capsule are 
presented in Fig. 1. The origin, O, of the cylindrical polar 
coordinate is usually positioned at the center of a circular 
capsule, although it may be placed rather arbitrarily. At first, 
the solid PCM, initially at temperature 0it which is equal to or 
lower than the fusion temperature, Tf, occupies the capsule. 
Then, from the moment the wall temperature is set at 
T„, ( > Tj), melting proceeds inwardly. At time, t, it is 
assumed that the contour of the melting front is represented 
by the shape function r = F(4>,i). 

The problem then becomes one of obtaining the transient 
solid-liquid interface, temperature in the solid and liquid, and 
streamlines and vorticity in the liquid. The following principal 
assumptions and restrictions for the analysis are made: (i) 
flow is laminar, (it) Boussinesq approximation is valid, (Hi) 
the unmelted solid core remains stationary, and (iv) volume 
change due to phase transformation is minor. 

Governing Equations 

The heat-transfer process in the liquid and solid regions is 
governed by the following equations in cylindrical coor­
dinates. 
Liquid region: 

3r4 

(1) 

(2) 

(3) 

(4) 

d(r+)2 ' r+ d(r+) ' i r 2 ( r + ) 2 H^^T1 ( 5 ) 

and the function / (T + ) represents the dependence of density 
change on temperature and is expressed by 

f(T+) = T+ (l+aT+ +b(T+)2+c(T+)3) (6) 

The coefficient a, b, and c are taken to be zero except for 
water, and for water they can be decided by the same manner 
as in reference [20]. Furthermore, Pr, Gr, and Ra stand for 
Prandtl number, Grashof number, and Rayleigh number, 

3(3+ 1 a(i/-+,Q+) , ^ r 
•v - r + — r , + 4. =Pr«V 2 f i + +Pr«Ra 
dt+ 7T/-+ d(r+,4>+) I 

W+^w KO 
simr</)+ 

ar+ i d(j,+ ,T+) . , 
+ = v T 

dt+ 7T/-+ d(r+,(j>+) 

0+ = v 2 ^ + 

Solid region: 

dt+ a 

where an operator, V 2 , means 

, a2 i a i a2 

v 2 — -i- - -i- -

a 
B(4>) 

cp 

d 
F(<t>,t) 

Fr 

Gr = 

h = 
k = 
L = 

Nu = 

Pr = 

thermal diffusivity 
boundary shape function Q = 
specific heat at constant Qm = 
pressure 
diameter of cylinder R = 
position of melting front Ra = 
stored heat fraction, 
Fr=Q/Qm Ste = 
acceleration of gravity 
Grashof number; Gr= t = 
g(-(3)(Tw-Tf)R

3/i>i T = 
heat-transfer coefficient Tf = 
thermal conductivity AT 
latent heat u,v = 
Nusselt number, 
Nu = 2A/?/fc V = 
Prandtl number, Pr = v/a V0 = 

Greek symbols 
stored heat, Q=L>V 
maximum stored heat, 
Qm=L.V0 

radius of cylinder 
Rayleigh number, 
Ra = Pr^Gr 
Stefan number, 
Ste = c p ( r w - 7 » / L 

= time 
= temperature of liquid phase 
= fusion temperature 
= Tw-Tf 

= velocities in r and <j> 
directions, respectively 

= melt volume 
volume of the test cylinder 

0 

0/ 
Ad 

P 
v 

thermal expansion coef­
ficient 
temperature of solid phase 
initial temperature 
Tf-e, 
density of liquid 
kinematic viscosity 
circumferential angle 
reference angle 
stream function 
vorticity 

Subscripts and superscript 
+ = dimensionless quantity 
w = cylinder surface 
s = solid phase 
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respectively, the definitions of which are shown in the list of 
symbols. The stream function i/*+ , and the vorticity, $)+ , have 
been defined as 

u+= ~ ^ - - , y + = ^ - - . (7) 

df dT dr, COS7T0 3 / /dTdt, dT\-\ 
sinir* — 4 — ( ' + — I (14) 

dT dr, dr xr dTKdr, d<t> d<t> J J V ' 

itr+ d<j>+ ' dr+ 

The basic equations (1-3) were already made dimensionless by 
the following variables (letters with superscript " + " mean 
the dimensionless quantities). 

at \b ^ r , 4> , uR ^ vR 
t+ = - ^ , t + = -,r+ = -,4>+ = -,u+= ~,v+ = -

R* a R TT " " 

dT 1 3rj d(\/,,T) 

dt irr dr d(r,,4>) 

Q = V 2 ^ 

•V2T- — 
dT dr) 

dr) dt (15) 

(16) 

where 

V 2 ^ 

r + = -
T-Tr QR2 

' » - ' / 

a 

Tf-er 

'(h\2 1 (dvY]d2 (l dl> l d'v\d 

\drJ it2!2 \d<t>) \dr,2 \r dr ir2/2 d<t>2 ) dr, 

2 dr\ d2 1 32 

+ -T-r — TT^TT + — — (17) . -f. 
ic^r2 d<j> d r j d ^ -K2r2 d<j>2 

F+(</>V+) = ^ V ( 0 + ) = ^ (8) 

dr) 

Hr ~ B-F' 
dr) - 1 

B^F 

The boundary conditions including a joint condition for the 
above equations, are described below. 

Liquid: 

r+ =B+ (<f+ );T+ =l,tf+ = ~ =0,fl i = Q+ l f + = f l + ( , + ) 
a«H 

r+ =F+ (4>+,t+);i,+ = 
30+ 

3n+~ 
= 0,O+ = Q + l , + = F + ( , + / + ) 

d<f> 

Solid: 

where 

V2 = 

[F4l+r,{B^-F4>)),r = ri(B-F)+F 

d2r) - 1 r 3ii -) 

3 ^ = 5 ^ F r * +2a^(5*~F*} +vlB**~F**A (18) 

ae as . de ar 
dt a d{ 3/ 

= < U ; | £ =<>.*• = o + = o 

(19) 

I_ a f̂\ a 

(9) 

v a r y I / a r \ 2 i a2 / i ar 1 a2f\ a 
va/-/ TTV W / J ar2 V/-ar TT2/-2 a02/ar 

(20) 
2 ar a2 

Joint condition: 

r+ =F+ (</>+,/+); 7 ,+ =0 , 

i a2 

T T 2 / - 2 3</> d£d<t> + ir2r2 W 

3F+ 

~a7+ a p ^ 
(7>-f l ,-) 

/ae ae+
 F+ de+ \ 

37+ (F+.An)2 d~s+) 

k 
( ^ - 7 » ( 

Var+ (F+0o)
2a<£ (10) 

9r_ i ^ _ _ r P _ F . 
a/- F'd4>~ F *'r f ' 

a/-+ (F+0O)2 a^ -)] 
a2^ - 1 f „ ar 
302 

- I f Sf -) (21) 

Solid: 

/•+=F+(0+,/+);(?+ =0 

= 0 
30+ 

'37+" 
30+ 

: 37+ ( i i ) 

30+ 
* + = 0 - 1 ; a - T T = ° 

Inasmuch as it is quite difficult to handle the moving and 
fixed boundaries if the above equations are employed, the 
boundary fixing method that is a two-dimensional extension 
of the Landau transformation was adopted [19, 21]. 

More specifically, the following independent variables were 
utilized. 

Solution Methodology 

As stated earlier, solutions will be obtained by numerical 
techniques. The parabolic type equations, i.e., heat con­
duction equations, energy equations, and vorticity equations, 
were solved by the multipoint explicit finite difference method 
[22], which was employed to contrive a one-order of 
magnitude reduction of the computing time for 
multidimensional problems. The first and second spatial 
derivatives are represented by the next finite difference 
equations. 

In the liquid phase: 

dY 

dx 

d2Y 

dx2 

U.k = E A<Yu,k 
l=i-2 

i + 2 
(22) 

U.k L B<Y,. J.k 

V = 
r+ -F+ (</>+, t+) 

B+ ((j)+)-F+ (<t>+,t+) 

where 

In the solid phase: 

r= — 

(12) 

(13) 

Ai_2 = -Ai+2 = 

Bi-2 =Bj + 2 = 

1 

12Ax 

- 1 

tAj-i — AN 
12Ax 

,Ai=0 

. f i j - i —-Bj+i • A = 
F+ (4> + J + ) 

The transformed governing equations can be rewritten as 
follows (Hereafter, plus signs are omitted for simplification): 

Liquid: 

30 1 31,3(0,0) ,a dQdr) 
— H -— = P r V 2 f i - —- —- +Pr»Ra 
at irr dr 3(rj,</>) dr, dt 

2Ax2 (23) 
12Ax2 ' - ' ' + i 3Ax2 

The time derivative is simply approximated by the forward 
difference. 

3 7 

~dt ' 

1 ij.k + i Y,J.I 
At 

(24) 

In the present multipoint scheme, central differences of the 
type of equation (22) can also be utilized in Jacobian terms, 
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Fig. 2 Typical time sequences of streamlines and isotherms in the 
liquid, and melting front contours for Pr = 54.6, fia = 126,300, d = 0.02 m, 
andAT = 7K 

which enables the discretization error of the present scheme to 
be the order of 0(Ax3), compared to 0(Ax2) for the existing 
schemes, while Poisson's equation (16) was solved by the 
multipoint successive over relaxation method. 

To cope with the strong numerical instability arising when 
theJRayleigh number becomes large, the following smoothing 
techniques based on least square approximation were devised. 
The function f(xk), which may be one of temperature, stream 
function, and vorticity, is approximated by a polynomial of 
the sixth order as below: 

6 

/(**)= Efl-*S (25) 
n=0 

where xk and an are the spatial coordinate and the coefficient, 
respectively. 

The coefficient, a„, can be determined so that the 
deviations from the given data become minimum in the sense 
of a least square approximation. If the function G(a„,a„_i, 
. . . . , «0) is defined as 

m . 6 2 

G(anta„_l a0)= £ [f(xk) - D a„4"» ) (26) 

the coefficients, a„, are decided so as to satisfy the following 
equation: 

^ = 2 E (/(**)-E«/*0(-*£)=0 (27) 
aan k=l N i = 0 ' 

In the above equation, m means the number of sampling data. 
When small differences in calculated values appear at a 

certain time stage prior to the overflow of computation, the 
smoothing techniques become effective and eliminate these 
disturbances. All distributions including temperature, vor­
ticity, and stream function are smoothed out at this time 
stage. For the above reason, the adaptation of these 
techniques made it possible to considerably extend the usual 
stability limits. The accuracy for obtaining the melting front 
contours is not greatly affected by using the smoothing 
techniques. First of all, we preferred obtaining a high 
Rayleigh number solution. By doing this accuracy of the 
solution was sacrificed. The Rayleigh numbers for which the 

Pr = 54 .6 , Ra = 126300 

d = 0 . 0 2 m , AT = 7 K 
Fig. 3 Superposed transient melting front contours. Conditions are 
the same as in Fig. 2. 

present computation was possible were about 10 to 20 times as 
large as those for the past standard method. Another ad­
vantage of the above techniques is that grid spacing can be 
changed freely at arbitrary time stages of computation 
because the values at arbitrary positions are readily com­
patible by equation (25). Therefore, the grid spacing was 
altered at least twice in the course of transient computations. 

Since the Stefan number is much smaller than unity, the 
time needed for stabilization of the flow field is much shorter 
than that needed for growth of the melt layer. For the above 
reason, quasi-steady approximation can be rigorously utilized 
for this problem. The convergent fields of flow and tem­
perature for the liquid region with interface being fixed was 
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obtained. In a typical case, the number of iteration needed for 
calculating the liquid flow field at one time level was some 600 
(A/ + =10~ 6 ) . To save computing time, the values of the 
temperature, stream function, and vorticity were maintained 
at convergent values during a certain period of melting, e.g., 
At+ =0 .1 , which was varied according to numbers and the 
melting front position, etc. The number of iteration for 
calculating the melting front was about 1000 (At+ =10~4) . 
The above process was performed iteratively, until melting 
proceeded to the desired extent. 

For the calculation in the liquid phase, the initial thickness 
of the melt layer was usually assumed to be 15 percent of the 
radius of the cylinder, which was varied according to the 
Rayleigh number. The effect of natural convection in the 
early time stage is relatively small because the Prantl number 
is large. It is dominated mainly by heat conduction for a 

Cylinder 

n - Octadecane 

d = 0 . 0 4 4 8 m , AT = 13 K 
Fig. 4 Transient melting front contours in the case of Pr = 50.6, 
fla = 2,914,000, d = 0.0448 m, and AT =13 K with center axis being 
supported 

certain period from the start of melting. Therefore, it seems 
that the assumed thickness of the melt layer is reasonable. 

For a typical computation, the initial spacing network was 
10x14, and, later, it was altered to 14x14 and 18x14. The 
computer running time (CPU) for a particular set of data was 
typically 1200 s on NEAC 2200/ACOS 900 at the Tohoku 
University. The computing speed of ACOS 900 is about 3.5 
MIPS. 

The computing time was decreased, in its entirety, to one-
tenth of that of the existing standard method. 

Results and Discussion 

Numerical computations were performed for three types of 
PCM: n-octadecane, water, and paraffin. The third PCM was 
taken up only for comparison with the work of Pannu et al. 
[16]. 

All computations were performed for the case in which the 
solid core is fixed. However, in practical situations, the solid 
core moves up or down according to the gravitational effect. 
Nicholas and Bayazitoglu [23] have analyzed the problem 
including the gravitational effects by solving the heat-
conduction equation in the liquid phase. However, according 
to the recent study of Katayama et al. [24], other factors such 
as contact surface pressure that were not considered in the 
analysis play an important role in contact heat transfer. The 
heat-transfer mechanism is not well understood at the present 
time. Therefore, this effect was not taken into account in the 
present theory. 

Typical time sequences of streamlines and isotherms in the 
liquid region, and melting front contours for n-octadecane are 
shown in Fig. 2. The cylinder surface temperature is kept 
constant in this and all other cases treated in the present 
paper. During the early stages of the process when heat 
conduction is dominant, the melting front shape and 
isotherms are almost concentric. However, as melting ad­
vances further, a characteristic feature appears. A small 
vortex is found forming at the bottom portion of the melt 
layer because of thermal instability in this region. Though the 
test cylinder is placed horizontally, a convexo-concave 
melting front in the axial direction is formed at the bottom 
portion of the unmelted core. It seems that a three-
dimensional flow instability is induced in this region. Such a 
phenomenon is rigorously explained by three-dimensional 
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u. 0 . 5 • 

0.25 

o 

o 

0 

0 / / 

1 ° r~><f^ 

/ ^ ^ ^ 0 . 0 3 

1 °s 

^ ^ 0 . 0 6 
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1 1 1 1 

d = 0.01 m ^ ^ - _ . - - -

^ ^ Conduction only 

X 0 . 0 2 

° Experimental data 

d = 0 . 0 4 4 8 m 

Pr = 5 4 . 6 

AT = 7 K 

n-Octadecane 

i i i 

0.5 2.5 

Fig. 5 Variation of stored heaf fraction versus time with cylinder 
diameter 
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0.8 

0.6 

0.4 

(a) 
Pr =54.6 
Ra =15800 
d =0.01 m 
AT = 7K 

-16 
0>) 
Pr 
Ra 
d 
AT 

= 54.6 
= 426400 
= 0.03 m 
= 7K 

Cylinder 

(c) 
Pr = 54.6 
Ra =3411000 
d = 0.06 m 
AT = 7 K 

Fig. 6 Streamlines and isotherms at typical time stages with AT = 7K, 
d = 0.01 m, 0.03 m, and 0.06 m 

thermal instability of natural and forced convection flows 
that have been studied separately [25, 26]. The onset of such a 
vortex and its growth have a very important role in heat-
transfer characteristics of this problem. 

Because of the formation of the eddy, the heat-transfer rate 
at the vicinity of the lower stagnation point is raised. As a 
consequence, melting at that portion is promoted. The next 
figure in Fig. 2, in which a concavity is clearly shown, indicate 
the aforementioned features. 

Transient melting front contours corresponding to those in 
Fig. 2 are collectively shown in Fig. 3. The computations to 
reach complete melting were impossible because the origin of 

coordinate transformation was placed at the center of the 
cylinder. When the solid-liquid interface exceeded the origin 
for coordinate transformation, melting front shape function 
F( 0, t) became a double-valued function, thereby making it 
impossible to evaluate the position of melting front, etc. 
However, such a computation would be possible if the origin 
were positioned in advance at a part lower than the center. 

Figure 4 shows experimental transient melting front 
contours which were obtained by the authors [27] in order to 
compare with our numerical results of Fig. 3 when Pr = 50.6, 
Ra = 2,914,000, d = 0.0448 m, and AT=13 K. In this ex­
periment, n-octadecane (99.86 percent pure, Wako Pure 
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Fig. 7 Variation of the stored heat fraction curve with cylinder surface 
temperature 

0.4 

Fig. 8 Melting characteristics of ice. Pr = 11.85, Ra = 202000, d = 0.04 
m, andAT = 8K 

Chemical Industries, Ltd.) was used as a PCM. Though strict 
comparison is not possible because the diameters of the 
cylinder in the two cases are different, the concavity of the 
melting front contour at the bottom portion has a similar 
shape. The melting front concavity in the experiment is 
smaller than that in the numerical prediction. Thus, owing to 
the occurrence of three-dimensional vortex flow in the axial 
direction, the heat-transfer rate at the bottom portion 
becomes less than that obtained by the present two-
dimensional theory. 

Figure 5 represents stored heat fraction versus time with 
cylinder diameter as a parameter. In the figure, the result of 
pure heat conduction is also shown by a broken line, from 
which it is found that the stored heat fraction increases 
rapidly as the increase in the diameter of the cylinder, d. 
Circles indicate the experimental result when AT=1 K and 
d= 0.0448 m. There exists a moderate agreement between the 

numerical and experimental results at least qualitatively. The 
strength of natural convection in the melt layer increases with 
the diameter of the cylinder, d, and thus, the role of natural 
convection becomes dominant. 

The variations of streamlines and isotherms with the 
cylinder diameter are shown in Fig. 6. The comparison of 
three figures reveals that the gap width between the solid and 
the cylinder (i.e., Rayleigh number) plays an important role in 
melting characteristics. In particular, no eddies appear when 
the cylinder diameter is small (Fig. 6(a)). 

The effect of variation of the cylinder surface temperature 
on the stored heat fraction is shown in Fig. 7. The stored heat 
fraction increases rapidly as the increase of the surface 
temperature of the cylinder. It is found that these curves have 
similar inflection points as seen from the figure. 

A typical result employing water as a PCM is shown in Fig. 
8. The cylinder surface temperature was chosen so that the 
density inversion effect would appear prominently. Water is 
an anomalous substance among PCMs. which exhibits 
peculiar heat-transfer characteristics. Both an outer vortex 
along the cylinder surface and an inner vortex along the ice 
surface exist. The melting front contour becomes flat 
gradually in proportion to the growth of the outer vortex. 

In order to compare the present results with existing ones, 
computations were performed for the same data as those used 
by Pannu et al. [16]. The values of Prandtl number, Stefan 
number, and Rayleigh number used are Pr = 145, Ste = 0.115, 
andRa = 2 x l 0 5 . 

Shown in Fig. 9(a) are the transient streamlines, isotherms, 
and melting front contours that were obtained by the present 
solution procedure. The numerical result shown in Fig. 9(b) is 
cited from the paper of Pannu et al. [6]. The paraffin was 
used as a PCM in Fig. 9(a) and (b). Some thermophysical 
properties are listed in the paper of Pannu et al. From these, 
an outstanding difference from results by Pannu et al. can be 
seen. The two sets of results differ from each other both 
quantitatively and qualitatively. First of all, the positions of 
concavity which are produced by eddy formation are in 
contrast, i.e., it is at the upper stagnation point in Pannu et 
al.'s figure; on the other hand, it is at the lower stagnation 
point in our figure. It should be emphasized that it is at the 
lower position and not at the upper portion that thermal 
instability occurs. There is no indication of the appearance of 
thermal instability in the results of Pannu et al. Further, it 
seems unnatural that a vortex appears in the stratified region 
above the solid. 

Concluding Remarks 

Numerical solutions have been obtained for melting and 
solidification heat transfer inside a horizontal cylinder 
capsule in which n-octadecane or water is used as a PCM. 
Particular efforts were made to find solutions with high 
Rayleigh numbers, and to improve the resolution of solutions. 

The following conclusions can be derived from this study: 
1 As was noted in the pioneering works of Sparrow et al. 

and Bathelt et al., natural convection also plays a dominant 
role in melting heat transfer inside a horizontal cylinder 
capsule. 

2 Thermal instability appears at the bottom portion of the 
cylinder. The onset of vortices drastically influences melting 
near the bottom. The appearance of such vortices may be the 
most important characteristic of melting heat transfer inside a 
capsule. 

3 A comparison with the results by Pannu et al. reveals that 
the present results are quite different from theirs both 
quantitatively and qualitatively. We conclude that their study 
may be in error. 

4 The numerical scheme developed in this paper is ap­
plicable to other general melting systems, including 
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Fig. 9 Comparison of the present results with those of Pannu et al. 
The same data as those used by them were employed. Pr = 145, 
Ra = 200000, and Ste = 0.115. ((a) Present numerical results, (b) Pannu et 
al.'s numerical result cited from the reference [16].) 

simultaneous natural convection outside and inside cylinders 
of various cross sections, including a circle. 

In closing, experiments corresponding to the present work 
have been performed in part, and will be published in the near 
future [27]. A similar analysis for melting around a heated 
cylinder has also been done, but the results have been ommit-
ted here. 
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
for full papers. 

Laminar Mixed Convection From a Vertical Heated 
Surface in a Crossflow 

G. H. Evans1 and O. A. Plumb2 
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vertical coordinate 
z, = based on the local value of the 

horizontal coordinate 

Introduction 
Several studies of three-dimensional mixed convection 

boundary layers have appeared during the past few years. 
Such flows result when inertial and buoyancy forces are not 
aligned. For example, Yao and Chen [1] considered natural 
convection from a vertical heated cylinder perturbed by a 
horizontal forced flow. The perturbation parameter in this 
case was the ratio Reo/VGro, both based on the cylinder 
diameter. Their results indicate that forced convection 
becomes dominant at higher vertical positions on the cylinder. 
A disadvantage to perturbation solutions to boundary layers 
of this type is that two parameters appear in the dimensionless 
equations - the ratio Gr/Re2 or Re/VGr and an aspect ratio 
consisting of the horizontal coordinate divided by the vertical 
coordinate or visa versa. Both parameters, or at least the 
product of the two, must be small if the results of a per­
turbation analysis are to be relied upon severely restricting the 
range of validity of the solution. Oosthuizen [2] solved 
numerically the boundary layer equations for a horizontal 
forced flow around a vertical heated cylinder with an 
unheated starting length. The results indicate that buoyancy 
has its greatest influence near the horizontal leading edge of 
the heated region. Plumb [3] and Eichhorn and Hasan [4] 
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have obtained similarity solutions for Falkner-Skan type 
three-dimensional mixed convection. However, similarity 
results only for certain power law surface temperature 
distributions which depend upon the horizontal pressure 
gradient or wedge angle. 

Experimental data for three-dimensional mixed convection 
boundary layers is currently not available in the literature, 
however, experiments are underway [5-7]. The impetus 
behind these experimental studies as well as the analytical and 
numerical studies cited is to provide a basis for predicting 
convective losses from solar central power receivers. 
However, results might also be applicable to the prediction of 
heat losses from solar collectors, buildings, and petroleum 
storage tanks. 

The present study is concerned with mixed convection from 
a vertical heated surface in a horizontal crossflow. The 
governing boundary layer equations were solved numerically 
using an extension of the technique developed by Cebeci and 
Keller [8]. The combining law of Churchill and Usagi [9] was 
utilized to develop a correlation for the average Nusselt 
number. 

Analysis 
A vertical isothermal flat plate maintained at a temperature 

greater then the ambient fluid and exposed to a horizontal 
crossflow parallel to the plate surface is considered. 

Upon introduction of the three-dimensional velocity 
potential 

dip (x,y,z) 
by 

u(x,y,z) = 

v(x,y,z) = 
fy (x,y,z) , 3£ (x,y,z) 
dx 

_££. (x,y,z)-\ 
dz J 

(1) 

d£ (x,y,z) 
w(x,y,z) = — 

dy 

the continuity equation is eliminated. The following trans­
formation can then be applied to the horizontal momentum, 
vertical momentum, and energy equations in the boundary 
layer and Boussinesq approximations: 

Hx,y,z) = ^i{j^i) z-fReJixu^Zx) 

( x \ 1/2 

£.(x,y,z) = V\Y*J ^^zSiXu v, z{) 

T(x,y,z) - Ta,=(Tw-Ta,)<M.xi,ri,Zi) 

(2) 

where 

and 

n = 
j (K*u 

7: xz (*?) 

*i =x/K,z\ =z/L 

where K and L are the vertical and horizontal dimensions of 
the plate, respectively. The arbitrary length scale K* is utilized 
to control the transformed boundary layer thickness. Solving 
the boundary layer equations in this transformed coordinate 
system offers several advantages over a solution in physical 
coordinates. First the dependent variables change more slowly 
in the streamwise directions, thus, allowing larger steps to be 
taken in the x and z directions. This saves computer storage 

space as well as CPU time. The transformation also stretches 
the y coordinate and reduces the variation in boundary layer 
thickness, thus, eliminating the need to expand the solution 
domain as the boundary layer grows. This particular trans­
formation was selected because it eliminates singularities at 
both x = 0 and z = 0 and results in ordinary differential 
equations which can be solved at the leading edges of the 
plate, thus, eliminating the need to prescribe profiles of 
dependent variables to start the numerical solutions. The 
resulting transformed equations can be written 

+(£M«'J£-'"!:] (3) 

g'" + 

r '^._ -A] 
L dzi dzi J 

4>" 1 / L \ 2 , , 1 / K\ 

pr- + y ( ^ J zlf+ +Y\K*)XI8* = 

(4) 

[' B (5 ) 

(6) 

' — - < & ' — 
dZ[ dz 

atTj = O : / = / ' = g ' = g = l - 0 = O 
a t r z - c x i g ' - l / ' . ^ - O 

The primes in equations (3-6) imply differentiation with 
respect to -q. In the above system of equations the mixed 
convection parameter 

g^TK 
a= r— (7) 

appears as the coefficient of the buoyancy term in the vertical 
momentum equation. Thus, the equations are reduced to 
those for the Blasius flow when a = 0. The length scale ratio, 
K/K*, was set at 20 to provide an initial transformed 
boundary layer thickness of 77~5. A square plate was con­
sidered, thus K = L for a fluid with a Prandtl number of 0.7. 

Numerical Solution. An extended version of the box scheme 
as detailed in Cebeci and Bradshaw [8] was used to obtain a 
numerical solution to the system of equations (3-6). After 
solving the ordinary differential equations which result for xx 
= 0 and z\ = 0, x{ was incremented and the solution marched 
in the Z\ direction. This process was continued until the entire 
region of interest was covered. Details of the numerical 
solution can be found in [10]. A number of test cases were run 
to verify the accuracy of the numerical results and establish 
the necessary number of cross stream grids and size of the 
streamwise steps. 

The first two test cases were used to establish the necessary 
number of cross stream grids. These cases were run with xt = 
Z\ = .1 and a = 5.0, which should be the worst case because 
of large cross stream buoyancy. The first case utilized fifty 
uniformly spaced grids of ij = .1 while the second utilized the 
following nonuniform grid: 
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Aij,- = 

Arj, = 
AVj = 

-- .05 
-- .10 
= .20 

1 < y < 4 0 
41 < j < 50 
51 < y < 6 1 

The wall shear stress and heat flux calculated using these two 
cross stream grid distributions agreed to within .5 percent for 
all positions on the plate. The nonuniform grid was used for 
the calculations presented since it did not increase the required 
storage or CPU time significantly. In the transformed 
coordinate the boundary layer thickness decreases slowly in 
the vertical direction. The nonuniform grid results in ap­
proximately fifty grids within the boundary layer at the top of 
the plate whereas the uniform grid results in approximately 
thirty. 

The following tests involving the streamwise step size were 
run for a = .50: 

Case 1: 
Case 2: 
Case 3: 

A*! 
AX[ 

Axi 

= . 1 , 
= -1, 
= .05, 

Az, 
Az, 
Az, 

= .1 
= .05 
= .1 

The resulting shear stress and heat flux at the wall agreed to 
within .5 percent for all locations on the plate for cases 1 and 
2. Cases 1 and 3 agreed to within .5 percent, except near the 
vertical leading edge (x, < .2) where the difference was as 
large as 1.8 percent. Streamwise steps of Ax, = Az, = .lwere 
used for the results presented. 

The three-dimensional code was compared to the similarity 
solution for pure forced flow by setting the mixed convection 
parameter, a, to zero. The results for both the local shear 
stress and the local heat flux were in excellent agreement with 
the similarity solution. Of primary importance is the overall 
heat-transfer coefficient or Nusselt number since this is the 
parameter which is of practical interest. Overall heat-transfer 
coefficients were calculated by performing the following 
integrations across the boundary layer at the exit edges of the 
plate: 

Q = pcp o " ( r - Ta)dy (at*i = 1.0) 

S CO 

o 

w(T-T„)dy (atz, = 1.0) 

(8) 

(9) 

The integrations indicated in (8) and (9) were performed at 
each boundary node and summed to obtain the overall heat-
transfer coefficient. For pure forced convection 

NuL 

Re,' /2 - ( # ) 
E (x.z,)1 

•\: 
g'0efy = .5834 

(10) 
as compared to .584 from the similarity solution—a dif­
ference of .10 percent. The code was then tested against the 
three-dimensional mixed convection similarity solution [3]. 
The case examined was a vertical flat plate in stagnation flow 
with a uniform surface temperature in the horizontal direction 
and a linearly increasing surface temperature in the vertical 
direction. Agreement with the similarity solution was within 
.8 percent, except near the stagnation line (zi =0) where the 
discrepancy was as high as 3 percent. This error is due to the 
fact that the transformation utilized resulted in a singularity 
at Zi = 0 for the stagnation flow. Thus, for this case, and 
only this case, initial profiles had to be given at Z) = 0 to start 
the numerical solution. 

Results. The effect of the local heat transfer as well as the 
three-dimensional nature of the flow is demonstrated in Fig. 
1. In this figure the local Nusselt number divided by that for 
pure forced convection as given by the Blasius solution is 
plotted as a function of the horizontal coordinate, z,, with a 
and X\ as parameters. The local heat-transfer coefficient 

Fig. 1 Local Nusselt number for mixed convection normalized with 
that for pure forced convection 
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Fig. 2 Comparison of horizontal velocity distribution at x1 = 0 . 1 , z 1 

= 1.0, and a = 0.1 with the Blasius profile 

deviates more from the pure forced convection value near the 
lower edge of the plate. The deviation is greater for larger 
values of the mixed convection parameter as would be ex­
pected. At a fixed vertical position on the surface, buoyancy 
effects are more pronounced for large horizontal positions. 
The results can be interpreted by considering two boundary 
layers separately instead of a single mixed flow boundary 
layer. When the buoyancy induced boundary layer is thin in 
comparison to the forced boundary layer, it has a more 
pronounced effect on the results and visa versa. Thus, the 
results are closer to those for pure forced convection at small 
values of Z\, the horizontal coordinate and large values of xt, 
the vertical coordinate. Similar conclusions can be drawn with 
regard to the wall shear stress. 

The effect of buoyancy is to thin the forced convection 
boundary layer. This is demonstrated in Fig. 2 where the 
Blasius profile is compared to the mixed convection profile in 
the horizontal direction for X\ = .1, Z\ = 1.0, and a = 1. 
Even though a is quite small, the effect of buoyancy is large at 
this (xb Zi) location. The effect of the crossflow on the 
vertical buoyancy induced velocity profile is shown in Fig. 3. 
At a horizontal location, Z\ = .5, the magnitude of vertical 

556/Vol. 104, AUGUST 1982 Transactions of the ASfVIE 

Downloaded 19 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



u 

V<L 

.10 

.08 

.06 

.04 

.02 

f" 
1 

1 
1 
1 
1 
1 

li 
II 
1/ 

ur \ 

1 

"\ 
\ 

\ 
\ 
\ 
\ 
\ 

\ \ 

\ \ , 

\ 

»̂»«u ^ 

V 

— 2D 

^f— X,= .1 

y ^ ~ X ' = • 5 

s \ 
S * N 

_ i i 

Fig. 3 Comparison of vertical velocity distribution for« = 0.1 and z1 

= 0.5 with the pure natural convection profile 

velocity is greater and the profile fuller than it is at Zi = .1 for 
a fixed vertical position. 

Results for the vertical component of the shear stress are 
shown in Fig. 4. In this case the shear stress is referenced to 
the pure natural convection value and plotted as a function of 
the vertical coordinate, X\. The deviation from that for pure 
natural convection is greatest at large values of xx and in­
creases with the mixed convection parameter. Consistent with 
the discussion thus far, forced convection is seen to be 
dominant near the vertical leading edge. This figure 
demonstrates that the numerical solution does approach the 
pure natural convection limit when a and z\ are large and xt is 
small. 

The most useful result in terms of the practical applications 
which were cited earlier is an estimate of the average con-
vective heat-transfer coefficient or average Nusselt number. 
Average heat-transfer coefficients were determined by 
numerically integrating equation (8) and (9) as indicated 
earlier. This procedure was carried out for several values of a 
and the results compared to the combining law of Churchill 
andUsagi [9]. 

In general form the combining law can be written 

Y=(l+Z")]/" (11) 

For this problem the average Nusselt number divided by its 
value when the mixed convection parameter, a, is zero is 
represented by the dependent variable Y. Z represents the 
dependent variable when the parameter, a, goes to infinity 
divided by its value when a = 0. Thus, for the case of mixed 
convection, 

Y=-
Nu, 

Z= 
NuA (12) 

NUFC NU/rc 

The exponent n is chosen to provide the best fit to the data. 
Figure 5 shows the combining law for n = 3.8, 4.0, and 4.2, 
along with the numerical data for the average Nusselt 
number. The combining law does not result in a precise 
representation of the numerical results, however, it does yield 

Fig. 4 Vertical component of wall shear stress 
for pure natural convection 
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Fig. 5 Combining law for the average Nusselt number compared with 
computed values 

a correlation for the overall Nusselt number which is adequate 
for engineering calculations. The combining law with n — 4.0 
agrees with the numerical data to within 2 percent except at a 
= 5.0 where the discrepancy is 2.5 percent. From the com­
bining law the correlation for the average Nusselt number can 
be written with n = 4 as 

NuL = 0.584 Rez.
1/2 [ l .0 + 0.433 ^ 1 (13) 

L ReL J 
for a square plate (K = L) and a Prandtl number of .7. This 
correlation is based on the assumption that the pure forced 
convection and pure natural limits are given by 

Nu F C = 0.584 ReL
1/2 (14) 

NuNC = 0.473 GrK
1/4 (15) 

For a plate with L>K, n should be less than 4 since natural 
convection should be more dominant. For a tall, narrow plate 
(K>L), n should be greater than 4 since forced convection 
would be expected to be more dominant. 
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Mixed Convection Flow Over a Semi-Infinite 
Horizontal Plate With Vectored Mass Transfer 

J. Dey1 

Introduction 
This note is concerned with the mixed convection flow over 

a semiinfinite horizontal flat plate with vectored mass transfer 
at the wall. Earlier investigations [1-3] with vectored mass 
transfer were confined to forced convection flows. As such, 
the present results should be of general interest in un­
derstanding the role of buoyancy force in boundary-layer 
problems of practical importance, such as transpiration 
cooling of turbine blades and rocket engines, control of 
boundary-layer on bodies, etc. The normal mass-transfer 
component (v„) is assumed as vwax~W2 (x denotes the 
distance from the leading edge) to include dual solutions, as 
observed by Inger and Swean [1], Such dual solutions are not 
possible for uniform vw. Also, uniform v„ does not permit 
similarity solution, which is possible for v„ax~1/2. 

Analysis, Results, and Discussion 
For incompressible, laminar, steady flow over a horizontal 

plate, which is maintained at a temperature that is inversely 
proportional to the square root of the distance from the 
leading edge, the governing boundary-layer similarity 
equations are [4] 

2f"+ff"+KV0 = O (1) 
20"+Pr|/0'+/ '0]=O (2) 

Here /(-q) denotes the nondimensional stream function such 
that the two velocity components in x and y directions are 
«=/'(r/) and v= (i\f' -f)x~U2/2, respectively. The free-
stream conditions are assumed to be uniform. The similarity 
variable is given by i\=yx~xn. d(rj) denotes the non-
dimensional temperature function; Pr denotes the Prandtl 
number; K denotes the buoyancy parameter, defined as the 
ratio of Archimedes number to the square root of the 
Reynolds number, based on the free-stream velocity and 
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characteristic length (for details see reference [4]). K>Q (plate 
temperature larger than the free-stream temperature) 
buoyancy supports the flow. For K<0 (plate temperature 
lower than the free-stream temperature), the opposite is true. 
The boundary conditions for (1) and (2) are 

v (wall) = -2vwxin =/(0);u(wall) = u„ =/'(0) 

0(0) =1 (3a) 

/ ' ( o o ) - l ; 0 ( o o ) - O Ob) 

For the wall temperature distribution, mentioned above, the 
solutions of the boundary-layer equations (1, 2) are exact, 
which is not possible for the uniform wall temperature. Here, 
it is assumed that vwax~W2 to obtain similarity solutions. 
Hence the boundary conditions 3(a) become 

/(0) =/w = constant (given);/'(0) =/„ = constant (given) 

0(0) = 1 (3c) 

Equations (1-2), along with the boundary conditions 3(b) 
and 3(c) were solved using Hemmings's predictor corrector 
method on DEC-10 computer for Pr = 0.7 and /„ = ± 0.1; 
±0.2; / „ = ±0.1; ° ±0.2 (in order to keep the mass-transfer 
value low) and for 0.05 </f>0.5. The results are shown in 
Figs. 1-3. Solution could not be obtained for K = -0.05 with 
upstream vectored injection (f„=fw = —0.1; -0.2 and 
combinations). It is interesting to note that the wall heat-
transfer mode (d'(0)= - P r fw/2) depends on /,„, which 
causes the boundary-layer fluid either to receive heat from the 
wall (f„>0) or transfer heat to the wall (f„<0). Also, the 
numerical values of 0'(O) can be verified with the exact values 
and were found to be in excellent agreement. 

Figure 1 shows that the buoyancy force enhances the wall 
shear values if" (0)) as in the case of mixed convection without 
mass transfer (fw =fw =0). It has been shown [1] that the wall 
shear values are higher with downstream vectored suction 
(DVS) than those with upstream vectored injection (UVI). 
Figure 1 shows that this is true up to K=0.15 for fw =f„ = 0.1 
or 0.2 (I.e., DVS). For A'>0.15, the wall shear values with 
Tjyi (f'w =f„ = - 0.1 or - 0.2) are higher than those with DVS 
(/w=/w=0.1 or 0.2). injection or suction angle being 
proportional to/,v andj^w, we find that for the same injection 
or suction angle (fw/f'w = —0.1/ —0.1; 0.1/0.1 or - 0 . 2 / -
0.2; 0.2/0.2) and K~ 0.15, the boundary-layer fluid with 
either UVI or DVS undergoes the same wall shear stress. 
Comparison with/„ =/„, = 0 shows that wall shear values with 
DVS (fw =f =0.1 or 0.2) are higher for AT<0.1. For K>0.1, 
the reverse is true. Similarly, the wall shear values with UVI 
(fw =fw = -0.1 or -0.2) are higher "than those without mass 
transfer for K>0.2. For K<0.2 the reverse is true. Also, 
upstream vectored suction (f'„ = -0 .2 ; /„ =0.2) enhances the 
wall shear stress while downstream vectored injection 
(fw=0.2; f„=-0.2) reduces the wall shear stress. Such 
change in shear values are due to vectored mass transfer 
acting as favourable pressure gradient or adverse pressure 
gradient. For example, comparing upstream vectored suction 
(/,; = -0.2;/ l v =0.2) with/; =fw = /„=0we find that 6'(G) is 
negative with upstream vectored suction. This means that the 
fluid receives heat from the wall, and it should be expected 
that the fluid near the wall is hotter than the fluid far away 
from the wall (in the transverse direction). Now, this par­
ticular suction causes the colder fluid to appear near the wall 
where it experiences a buoyancy force due to density dif­
ference. This appears as pressure gradient (since the axial 
pressure gradient is associated with the density variation) in 
addition to that without mass transfer causing higher wall 
shear values than those without mass transfer. Similarly, 
suitable explanations can be given to other situations which 
are more complicated. 

Dual solutions were possible only with upstream vectored 
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Mixed Convection Flow Over a Semi-Infinite 
Horizontal Plate With Vectored Mass Transfer 

J. Dey1 

Introduction 
This note is concerned with the mixed convection flow over 

a semiinfinite horizontal flat plate with vectored mass transfer 
at the wall. Earlier investigations [1-3] with vectored mass 
transfer were confined to forced convection flows. As such, 
the present results should be of general interest in un­
derstanding the role of buoyancy force in boundary-layer 
problems of practical importance, such as transpiration 
cooling of turbine blades and rocket engines, control of 
boundary-layer on bodies, etc. The normal mass-transfer 
component (v„) is assumed as vwax~W2 (x denotes the 
distance from the leading edge) to include dual solutions, as 
observed by Inger and Swean [1], Such dual solutions are not 
possible for uniform vw. Also, uniform v„ does not permit 
similarity solution, which is possible for v„ax~1/2. 

Analysis, Results, and Discussion 
For incompressible, laminar, steady flow over a horizontal 

plate, which is maintained at a temperature that is inversely 
proportional to the square root of the distance from the 
leading edge, the governing boundary-layer similarity 
equations are [4] 

2f"+ff"+KV0 = O (1) 
20"+Pr|/0'+/ '0]=O (2) 

Here /(-q) denotes the nondimensional stream function such 
that the two velocity components in x and y directions are 
«=/'(r/) and v= (i\f' -f)x~U2/2, respectively. The free-
stream conditions are assumed to be uniform. The similarity 
variable is given by i\=yx~xn. d(rj) denotes the non-
dimensional temperature function; Pr denotes the Prandtl 
number; K denotes the buoyancy parameter, defined as the 
ratio of Archimedes number to the square root of the 
Reynolds number, based on the free-stream velocity and 
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characteristic length (for details see reference [4]). K>Q (plate 
temperature larger than the free-stream temperature) 
buoyancy supports the flow. For K<0 (plate temperature 
lower than the free-stream temperature), the opposite is true. 
The boundary conditions for (1) and (2) are 

v (wall) = -2vwxin =/(0);u(wall) = u„ =/'(0) 

0(0) =1 (3a) 

/ ' ( o o ) - l ; 0 ( o o ) - O Ob) 

For the wall temperature distribution, mentioned above, the 
solutions of the boundary-layer equations (1, 2) are exact, 
which is not possible for the uniform wall temperature. Here, 
it is assumed that vwax~W2 to obtain similarity solutions. 
Hence the boundary conditions 3(a) become 

/(0) =/w = constant (given);/'(0) =/„ = constant (given) 

0(0) = 1 (3c) 

Equations (1-2), along with the boundary conditions 3(b) 
and 3(c) were solved using Hemmings's predictor corrector 
method on DEC-10 computer for Pr = 0.7 and /„ = ± 0.1; 
±0.2; / „ = ±0.1; ° ±0.2 (in order to keep the mass-transfer 
value low) and for 0.05 </f>0.5. The results are shown in 
Figs. 1-3. Solution could not be obtained for K = -0.05 with 
upstream vectored injection (f„=fw = —0.1; -0.2 and 
combinations). It is interesting to note that the wall heat-
transfer mode (d'(0)= - P r fw/2) depends on /,„, which 
causes the boundary-layer fluid either to receive heat from the 
wall (f„>0) or transfer heat to the wall (f„<0). Also, the 
numerical values of 0'(O) can be verified with the exact values 
and were found to be in excellent agreement. 

Figure 1 shows that the buoyancy force enhances the wall 
shear values if" (0)) as in the case of mixed convection without 
mass transfer (fw =fw =0). It has been shown [1] that the wall 
shear values are higher with downstream vectored suction 
(DVS) than those with upstream vectored injection (UVI). 
Figure 1 shows that this is true up to K=0.15 for fw =f„ = 0.1 
or 0.2 (I.e., DVS). For A'>0.15, the wall shear values with 
Tjyi (f'w =f„ = - 0.1 or - 0.2) are higher than those with DVS 
(/w=/w=0.1 or 0.2). injection or suction angle being 
proportional to/,v andj^w, we find that for the same injection 
or suction angle (fw/f'w = —0.1/ —0.1; 0.1/0.1 or - 0 . 2 / -
0.2; 0.2/0.2) and K~ 0.15, the boundary-layer fluid with 
either UVI or DVS undergoes the same wall shear stress. 
Comparison with/„ =/„, = 0 shows that wall shear values with 
DVS (fw =f =0.1 or 0.2) are higher for AT<0.1. For K>0.1, 
the reverse is true. Similarly, the wall shear values with UVI 
(fw =fw = -0.1 or -0.2) are higher "than those without mass 
transfer for K>0.2. For K<0.2 the reverse is true. Also, 
upstream vectored suction (f'„ = -0 .2 ; /„ =0.2) enhances the 
wall shear stress while downstream vectored injection 
(fw=0.2; f„=-0.2) reduces the wall shear stress. Such 
change in shear values are due to vectored mass transfer 
acting as favourable pressure gradient or adverse pressure 
gradient. For example, comparing upstream vectored suction 
(/,; = -0.2;/ l v =0.2) with/; =fw = /„=0we find that 6'(G) is 
negative with upstream vectored suction. This means that the 
fluid receives heat from the wall, and it should be expected 
that the fluid near the wall is hotter than the fluid far away 
from the wall (in the transverse direction). Now, this par­
ticular suction causes the colder fluid to appear near the wall 
where it experiences a buoyancy force due to density dif­
ference. This appears as pressure gradient (since the axial 
pressure gradient is associated with the density variation) in 
addition to that without mass transfer causing higher wall 
shear values than those without mass transfer. Similarly, 
suitable explanations can be given to other situations which 
are more complicated. 

Dual solutions were possible only with upstream vectored 
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of the buoyancy parameter (K) 

suction (/„, = - C I ; / , , =0.2) andA'<0. The low shear values, 
Fig. 1, decrease with increasing buoyancy parameter. This 
trend is opposite to that for high shear solutions. It appears 
that low shear and high shear solutions (for f'w = - 0 . 1 ; 
fw =0.2) are two branches of one and the same curve. The 
vertical tangent at this curve defines a critical value below 
which no similarity solution exists. High and low shear 

16 

Fig. 3 Temperature profiles with vectored mass transfer for various 
values of the buoyancy parameter (K) 

solutions are the solutions of the same equations for given 
values offw and/,,,. 

Typical velocity and temperature profiles are shown in Figs. 
2 and 3. For K= -0.01 the low shear velocity profile, Fig. 2, 
exhibits undershoot, i.e., negative wall shear stress. Such a 
result was not reported earlier. However, after completion of 
this work it was pointed out [5] that a double-valued solution 
for K<0 and Pr=l was also observed for the same flow 
geometry without mass transfer. When the curve passes 
through / " (0) = 0 the shear stress become negative exhibiting 
velocity undershoot. That situation has been explained [5] as 
the separated flow region with flow reversal. It appears from 
the present results that even with upstream vectored suction 
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(f„ = —0.1; /„, =0.2) a similar situation exists. This can be 
attributed to the retarding buoyancy force. The corresponding 
temperature profile, Fig. 3, shows a large overshoot. Low 
shear thermal boundary-layer thickness appears to increase 
with buoyancy parameter. 

Conclusions 
From the above discussion we can conclude that the 

buoyancy force plays an important role in defining the flow 
field. For the flow geometry studied, it can be concluded that 
(0 for equal suction or injection angle and A"=0.15, the 
boundary-layer fluid experiences the same wall shear stress, 
00 the buoyancy force plays opposite role for high- and low-
shear solutions, (Hi) the wall shear values with downstream 
vectored suction can be higher or lower than those with up­
stream vectored suction depending on the buoyancy 
parameter. 
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Buoyancy Effects on the Temperature Field in 
Downward Spreading Flames 

R.A. Altenkirch1, D. C. Winchester2, and R. Eichhorn3 

Nomenclature 

B = p r e e x p o n e n t i a l fac tor 
(1 X 106mVmoNs) 

B = Damkohler number 
Cp = constant pressure, gas-

phase specific heat (1.063 
kJ/kg.K) 

E = activation energy (167.35 
kJ/mol) 

g = acceleration of gravity 
ge = earth's normal acceleration 

of gravity (9.807 m/s2) 
/ = mass of oxygen needed to 

burn a unit mass of fuel 
(1.185) 

k = gas-phase thermal con­
ductivity (0.0459 J/m-s«K) 

L = e f f e c t i v e h e a t of 
vaporization for solid fuel 
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at T„ and gas-phase fuel at 
Tv (753 kJ/kg) 

lb = buoyant length 
M = molecular weight of the 

oxidizer 
Mox = molecular weight of oxygen 

(32 kg/kmol) 
moxoo = mass fraction of oxygen in 

the oxidizer (0.233) 
P = pressure 
R = universal gas constant 

(8.314 J/mol-K) 
T = temperature 
T = dimensionless temperature, 

T/(AHcmm_m/iCp) 
Ta = dimensionless activation 

temperature, (E/R) I (AHC 

mmtB>/iCp) 
Tj = flame temperature (2822 K) 
Tf = dimensionless flame 

temperature, Tf(AHc 

mm<a,/iCp) 
Tv = vaporization temperature 

(618 K) 
T„ = ambient temperature (298 

K) 
Ub = buoyant velocity 
Vj = flame spread rate 
x = streamwise distance 
x = dimensionless streamwise 

distance {x/lb) 
y = normal distance 
y = d imens ion less no rma l 

distance (y/lb) 
AHC = heat of combustion (1.674 

X 104 kJ/kg) 
(i = viscosity (3.047 x 10"5 

kg/m»s) 
v = kinematic viscosity 

Introduction 
Experiments show that buoyancy influences the rate at 

which a flame spreads down a thermally thin, solid fuel bed 
[1]. Buoyancy should also affect the general characteristics of 
the flame, e.g., size, shape, temperature, etc., because these 
characteristics in turn contribute to determining the spread 
rate. 

Theoretical determination of the spread rate and flame 
characteristics is difficult owing to the fact that the dif­
ferential equations that must be solved to obtain them are 
nonlinear and elliptic in character. As a result, it has been 
suggested recently that spread rate predictions be based on 
dimensionless correlations [1, 2] in which a dimensionless 
spread rate that is a measure of the heat transferred forward 
of the flame to the virgin fuel is correlated against a 
Damkohler number, the ratio of a gas-phase reactant 
residence time to a chemical reaction time. Such correlations 
have been developed for thermally thin fuels spreading 
vertically downward in free convection [1] and against an 
opposing forced flow [2] and for thermally thick fuels in the 
same flow configurations [2, 3]. 

In downward flame spread in free convection, buoyancy 
generates a flow that opposes the spreading flame. The speed 
of the flow is proportional to the characteristic buoyant 
velocity, Ub, where 

U»-l TxPMiCp J 0 ) 
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(f„ = —0.1; /„, =0.2) a similar situation exists. This can be 
attributed to the retarding buoyancy force. The corresponding 
temperature profile, Fig. 3, shows a large overshoot. Low 
shear thermal boundary-layer thickness appears to increase 
with buoyancy parameter. 

Conclusions 
From the above discussion we can conclude that the 

buoyancy force plays an important role in defining the flow 
field. For the flow geometry studied, it can be concluded that 
(0 for equal suction or injection angle and A"=0.15, the 
boundary-layer fluid experiences the same wall shear stress, 
00 the buoyancy force plays opposite role for high- and low-
shear solutions, (Hi) the wall shear values with downstream 
vectored suction can be higher or lower than those with up­
stream vectored suction depending on the buoyancy 
parameter. 
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B = Damkohler number 
Cp = constant pressure, gas-

phase specific heat (1.063 
kJ/kg.K) 

E = activation energy (167.35 
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g = acceleration of gravity 
ge = earth's normal acceleration 
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at T„ and gas-phase fuel at 
Tv (753 kJ/kg) 

lb = buoyant length 
M = molecular weight of the 

oxidizer 
Mox = molecular weight of oxygen 

(32 kg/kmol) 
moxoo = mass fraction of oxygen in 

the oxidizer (0.233) 
P = pressure 
R = universal gas constant 

(8.314 J/mol-K) 
T = temperature 
T = dimensionless temperature, 

T/(AHcmm_m/iCp) 
Ta = dimensionless activation 

temperature, (E/R) I (AHC 

mmtB>/iCp) 
Tj = flame temperature (2822 K) 
Tf = dimensionless flame 

temperature, Tf(AHc 

mm<a,/iCp) 
Tv = vaporization temperature 

(618 K) 
T„ = ambient temperature (298 

K) 
Ub = buoyant velocity 
Vj = flame spread rate 
x = streamwise distance 
x = dimensionless streamwise 

distance {x/lb) 
y = normal distance 
y = d imens ion less no rma l 

distance (y/lb) 
AHC = heat of combustion (1.674 

X 104 kJ/kg) 
(i = viscosity (3.047 x 10"5 

kg/m»s) 
v = kinematic viscosity 

Introduction 
Experiments show that buoyancy influences the rate at 

which a flame spreads down a thermally thin, solid fuel bed 
[1]. Buoyancy should also affect the general characteristics of 
the flame, e.g., size, shape, temperature, etc., because these 
characteristics in turn contribute to determining the spread 
rate. 

Theoretical determination of the spread rate and flame 
characteristics is difficult owing to the fact that the dif­
ferential equations that must be solved to obtain them are 
nonlinear and elliptic in character. As a result, it has been 
suggested recently that spread rate predictions be based on 
dimensionless correlations [1, 2] in which a dimensionless 
spread rate that is a measure of the heat transferred forward 
of the flame to the virgin fuel is correlated against a 
Damkohler number, the ratio of a gas-phase reactant 
residence time to a chemical reaction time. Such correlations 
have been developed for thermally thin fuels spreading 
vertically downward in free convection [1] and against an 
opposing forced flow [2] and for thermally thick fuels in the 
same flow configurations [2, 3]. 

In downward flame spread in free convection, buoyancy 
generates a flow that opposes the spreading flame. The speed 
of the flow is proportional to the characteristic buoyant 
velocity, Ub, where 

U»-l TxPMiCp J 0 ) 
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p 
kPa 
101.3 
101.3 
40.5 

Table 1 
Experimental conditions 

mm/s 
1.62 
1.49 
1.42 

h 
mm 
0.30 
0.22 
0.56 

g/Se 
1.0 
2.5 
1.0 

'Averaged over all experiments at a particular condition. 

BxlO3 

16.91 
9.18 
9.18 

For thermally thin fuels, the upstream heat transfer occurs by 
gas-phase conduction [4] so that the flow near the leading 
edge of the flame is not of the boundary layer type. This fact 
leads to equation (1) [1] and dictates that heat is conducted 
normal and parallel to the fuel bed over comparable distances 
that are proportional to the characteristic buoyant length, lb, 
where 

/6
: (^RTv)

2Tjq 
.g(PM) 2A// c /« , H (2) 

As a result, the actual upstream conduction rate is propor­
tional to the difference between the actual flame and 
vaporization temperature, but it is independent of the 
pressure and gravity level. 

When the Damkohler number, which is proportional to 
Ub " 2 , is large, the flame temperature is at its maximum, and 
the dimensionless spread rate, which does not contain Ub, is 
unity. At small Damkohler numbers, both the dimensionless 
spread rate and the actual flame temperature depend on the 
Damkohler number. Flames that spread in a particular 
oxidizer at the same Damkohler number (fixed flame tem­
perature) should have the same dimensionless temperature 
field when temperature is measured in the units of (AHC 

mmoo/iCp) and distances in the units of lb. The temperature 
scale is a measure of 7} when w0X|00//, L/AHC and T^ITj are 
small [1], a condition that is met in our experiments. Thus we 
expect dimensionless temperatures to be of order unity or less. 

The effect of pressure on the gas-phase temperature field 
for downward spread on thermally thin fuels has been 
qualitatively demonstrated before [5]. For paper samples 
burnt in an oxygen-nitrogen oxidizer with an oxygen mole 
fraction of 0.3, a decrease in pressure from 68.9 kPa to 20.7 
kPa caused an increase in flame size. Temperature gradients 
both parallel and normal to the fuel near the onset of 
pyrolysis were found to be comparable; downstream of the 
onset of pyrolysis, gradients in the normal direction were 
large compared to those in the parallel direction. 

Here we present measurements of the temperature fields for 
flames spreading vertically down index cards in air as not only 
pressure but also the acceleration of gravity were varied. We 
find that flames spreading at the same Damkohler number 
have the same dimensionless temperature field, demonstrating 
quantitatively that lb is the proper scale in which to measure 
the distances in the flame spread problem. 

Experiment 
Experimental data consist of spread rate and gas- and solid-

phase temperatures for flames spreading down index card 
samples (0.0098 cm half-thickness) burnt in air. The samples 
were mounted in an environmental chamber attached to one 
arm of a 15 m dia centrifuge. This arrangement, which is 
described in detail in [6], allowed the oxidizer pressure and the 
acceleration of gravity to be varied. Samples were mounted 
vertically and ignited at the top by an electrically heated coil. 
Because the chamber was gimballed, the flames always spread 
downward in the direction of the effective gravitational ac­
celeration. 

Gas-phase temperatures were measured with 0.0076 cm dia 
coated Pt/Pt-10 percent Rh thermocouples [7], placed in an 
array so that each thermocouple was located at a different x— 
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Fig. 1 Dimensional temperature distribution at x = 0.0 cm 

y position. Thus adjustment of the array provided tem­
perature information at three distinct x—y locations for each 
experiment. Solid-phase temperatures were measured at the 
same x locations as the gas-phase temperatures using ther­
mocouples made of the same materials as the gas-phase ones. 
Details of the experimental apparatus and procedures may be 
found in [8]. 

Results and Discussion 
Gas- and solid-phase temperatures were measured for the 

conditions indicated in Table 1, where B, from [1], is 
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Property values used to calculate B and lb are the same as in 
[1] and are given in the nomenclature. 

For each condition, several experiments were conducted 
with the gas-phase thermocouple array adjusted to provide 
temperature data at many y locations. Each point on the plots 
that follow represents a single thermocouple measurement at 
a particular position; no corrections were made for radiation 
or conduction errors. The most probable uncertainty for the 
gas-phase temperature is 3.1 percent while for the solid-phase 
temperature it i» 4.5 percent [8]. 

The temperature-time history of each thermocouple pair 
was converted into a y — T profile at a particular x location by 
using the measured spread rate. A datum in time and space 

was chosen to be the point in the solid phase where fuel 
pyrolysis first became apparent [8]. Positive x is downstream 
and negative x upstream from this datum. 

Solid-phase temperatures are not presented here, but can be 
found in [8]. However, one interesting point worth men­
tioning about them is that the pyrolysis temperature for the 
paper samples does not appear to be sensitive to the en­
vironmental conditions, for the range of conditions studied 
here. This finding supports assumptions made in current 
flame spread correlations [1,2]. 

Figure 1 shows the temperature distribution in the gas, in 
dimensional terms, at x = 0 for the three conditions of Table 
1. The figure is consistent with other results in the literature 
[5], and shows that a decrease in pressure causes an increase in 
flame size as the extent over which heat can be transferred, lb, 
increases. An increase in gravity causes flame size to decrease 
as lb decreases. Because the decreased pressure and elevated 
gravity conditions have the same Damkohler number, B, we 
expect them to have the same spread rate as discussed above. 
The spread rates listed in Table 1 for the two conditions differ 
by less than 5 percent. 

The data presented in Fig. 1 at the reduced pressure and 
elevated gravity condition are replotted in Fig. 2 in dimen­
sionless form. Because the data were taken at the same value 
of B they should have the same dimensionless temperature 
field. This is confirmed in Fig. 2. From the figure it is clear 
that the flame extends, at x = 0, about 10 buoyant lengths 
away from the fuel surface and, as we expected, the 
dimensionless temperatures are somewhat less than unity. 

The temperature distribution 3.3 buoyant lengths upstream 
of the onset of pyrolysis is shown in Fig. 3. Again, the two 
conditions have about the same distribution. We also plotted 
the distribution at x= - 6 . 7 and found little evidence of flame 
influence there. 

The above behavior is understandable in view of the facts 
that the thermal diffusivity is inversely proportional to P and 
for upstream heat conduction to be influential at all, the local 
Peclet number near x = 0 based on the buoyant velocity and 
length must be of order unity. So as Ub increases as P is 
decreased, the length over which upstream conduction can be 
felt must increase to maintain a Peclet number of unity. On 
the other hand, an increase in Ub owing to an increase in g 
causes the upstream distance influenced by conduction to 
decrease so that the Peclet number can remain of order unity. 
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Figure 4 shows the temperature distribution at about 3.3 
buoyant lengths downstream of x = Q. It again shows that the 
dimensionless profiles are essentially the same. In addition, 
the temperature level has increased somewhat over the 
maximum value found at x = 0, and the flame has grown. 

Conclusion 

Flames that spread vertically down thermally thin fuels at 
the same Damkohler number have the same dimensionless 
spread rate [1]. Here we have shown that such flames also 
have the same dimensionless temperature fields although their 
physical size and hence temperature fields might be quite 
different. The effects of pressure on flame size that have been 
reported here and elsewhere [5] are due to the effects of 
pressure on the character of the induced buoyant flow. 
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Heat Transfer Between a Horizontal Cylinder and a 
Mixed Particle Size Fluidized Bed 

D. R. Pitts1, R. S. Figliola1, and K. M. Hamlyn1 

Introduction 

There exists a real need for design information concerning 
the operation of fluidized bed heat-transfer devices utilizing 
(/) a wide spectrum of mixed particle sizes in a particular bed 
and (/'/') a broad range of mean mixed particle size beds. A 
search of the literature revealed a lack of investigations of 
mixed particle size effects upon heat transfer. The present 
paper reports an initial experimental study of heat transfer 
between a horizontal cylinder and mixed particle size bed of 
glass beads. 

The Experiments 

Fluidization of a 0.3-m high (packed height) bed of 
spherical glass beads was accomplished in a rectangular 
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Table 1 Distribution of particle size by weight 

Size Fraction Mean diameter _ 
(/urn.) by weight, x ; for size spread (/mi),d^ 

< 5 3 ( U 3 4 50" 
53-74 0.026 67 

74-105 0.159 90 
105-149 0.526 127 
149-210 0.162 180 

> 2 1 0 0.005 210" 
"Arbitrarily set 

column having a 0.31-m by 0.66-m cross-sectional area and a 
height of 1.0 m. Air was supplied with a low pressure air 
blower system. The distribution plate was made of porous 
acoustic tile supported with 6-mm mesh hardware cloth, and 
this provided very uniform flow over the cross section. The 
heated surface was a 15.9-mm dia, 0.55-m long, hard copper 
tube mounted horizontally 152 mm above the distributor plate 
and 152 mm from each side wall of the bed. The tube outer 
surface was nickel plated, polished and then hard chrome 
plated with a resulting emissivity of approximately 0.08. A 
cartridge-type electrical heater was close-fitted inside this 
tube, and the heater extended over the entire tube heated 
length. Insulated end mountings resulted in conduction losses 
which were typically less than 4 percent of the total heat 
transfer. The low surface emissivity of the cylinder resulted in 
radiation losses which were typically 0.3 percent of the total 
heat flux from the tube. Power to the cartridge heater was 
supplied with an a-c variable transformer and measured with 
a digital power analyzer. 

Heater surface and fluidized bed temperatures were 
measured with calibrated iron-constantan thermocouples. 
During tests it was found that the eight thermocouples, which 
were located throughout the bed, agreed to within 0.1 °C with 
each other for all flow rates above the onset of bubbling. 
When tested in a natural convection mode with a heater-to-
bed temperature difference of 60°C, heater surface tem­
peratures, as measured by thermocouples around the tube, 
agreed within 1.5 "C of each other. 

The air flow rate to the fluidized bed was measured with a 
laminar flow element together with an inclined manometer 
and a thermocouple. Additional manometers were used to 
measure the pressure drop through the fluidized bed and 
across a protective filter upstream of the laminar flow 
element. A calibrated laboratory barometer provided at­
mospheric pressure data. 

The bed was a mixture of two batches of glass beads, one in 
the nominal 105-149 /tm size range and the other being fines 
less than 53-/xm dia. The glass beads were spherical with a 
density of 150 lbm/ft3; the sphericity was confirmed by 
microscopic observation. The packed bed void fraction 
measured by water displacement was 0.31 and the measured 
particle size distribution was as given in Table 1. 
The weight-averaged particle size as given by 

dp = (1) 

was 101 ftm. No stratification of particles was visually ob­
served during tests and no elutriation of fine particles oc­
curred as confirmed by sieve analyses after tests. Also, sieve 
analysis of samples taken from different bed depths con­
firmed that no significant particle size segregation existed. 

All tests were run at steady-state conditions within the 
bubble flow regime. Before taking data, the bed was operated 
with no heating for 2 hrs. Following this a run of 1 hr with the 
tube heated was employed to assure steady conditions prior to 
data acquisiton. 
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Figure 4 shows the temperature distribution at about 3.3 
buoyant lengths downstream of x = Q. It again shows that the 
dimensionless profiles are essentially the same. In addition, 
the temperature level has increased somewhat over the 
maximum value found at x = 0, and the flame has grown. 

Conclusion 

Flames that spread vertically down thermally thin fuels at 
the same Damkohler number have the same dimensionless 
spread rate [1]. Here we have shown that such flames also 
have the same dimensionless temperature fields although their 
physical size and hence temperature fields might be quite 
different. The effects of pressure on flame size that have been 
reported here and elsewhere [5] are due to the effects of 
pressure on the character of the induced buoyant flow. 
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Heat Transfer Between a Horizontal Cylinder and a 
Mixed Particle Size Fluidized Bed 

D. R. Pitts1, R. S. Figliola1, and K. M. Hamlyn1 

Introduction 

There exists a real need for design information concerning 
the operation of fluidized bed heat-transfer devices utilizing 
(/) a wide spectrum of mixed particle sizes in a particular bed 
and (/'/') a broad range of mean mixed particle size beds. A 
search of the literature revealed a lack of investigations of 
mixed particle size effects upon heat transfer. The present 
paper reports an initial experimental study of heat transfer 
between a horizontal cylinder and mixed particle size bed of 
glass beads. 

The Experiments 

Fluidization of a 0.3-m high (packed height) bed of 
spherical glass beads was accomplished in a rectangular 
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Table 1 Distribution of particle size by weight 

Size Fraction Mean diameter _ 
(/urn.) by weight, x ; for size spread (/mi),d^ 

< 5 3 ( U 3 4 50" 
53-74 0.026 67 

74-105 0.159 90 
105-149 0.526 127 
149-210 0.162 180 

> 2 1 0 0.005 210" 
"Arbitrarily set 

column having a 0.31-m by 0.66-m cross-sectional area and a 
height of 1.0 m. Air was supplied with a low pressure air 
blower system. The distribution plate was made of porous 
acoustic tile supported with 6-mm mesh hardware cloth, and 
this provided very uniform flow over the cross section. The 
heated surface was a 15.9-mm dia, 0.55-m long, hard copper 
tube mounted horizontally 152 mm above the distributor plate 
and 152 mm from each side wall of the bed. The tube outer 
surface was nickel plated, polished and then hard chrome 
plated with a resulting emissivity of approximately 0.08. A 
cartridge-type electrical heater was close-fitted inside this 
tube, and the heater extended over the entire tube heated 
length. Insulated end mountings resulted in conduction losses 
which were typically less than 4 percent of the total heat 
transfer. The low surface emissivity of the cylinder resulted in 
radiation losses which were typically 0.3 percent of the total 
heat flux from the tube. Power to the cartridge heater was 
supplied with an a-c variable transformer and measured with 
a digital power analyzer. 

Heater surface and fluidized bed temperatures were 
measured with calibrated iron-constantan thermocouples. 
During tests it was found that the eight thermocouples, which 
were located throughout the bed, agreed to within 0.1 °C with 
each other for all flow rates above the onset of bubbling. 
When tested in a natural convection mode with a heater-to-
bed temperature difference of 60°C, heater surface tem­
peratures, as measured by thermocouples around the tube, 
agreed within 1.5 "C of each other. 

The air flow rate to the fluidized bed was measured with a 
laminar flow element together with an inclined manometer 
and a thermocouple. Additional manometers were used to 
measure the pressure drop through the fluidized bed and 
across a protective filter upstream of the laminar flow 
element. A calibrated laboratory barometer provided at­
mospheric pressure data. 

The bed was a mixture of two batches of glass beads, one in 
the nominal 105-149 /tm size range and the other being fines 
less than 53-/xm dia. The glass beads were spherical with a 
density of 150 lbm/ft3; the sphericity was confirmed by 
microscopic observation. The packed bed void fraction 
measured by water displacement was 0.31 and the measured 
particle size distribution was as given in Table 1. 
The weight-averaged particle size as given by 

dp = (1) 

was 101 ftm. No stratification of particles was visually ob­
served during tests and no elutriation of fine particles oc­
curred as confirmed by sieve analyses after tests. Also, sieve 
analysis of samples taken from different bed depths con­
firmed that no significant particle size segregation existed. 

All tests were run at steady-state conditions within the 
bubble flow regime. Before taking data, the bed was operated 
with no heating for 2 hrs. Following this a run of 1 hr with the 
tube heated was employed to assure steady conditions prior to 
data acquisiton. 
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Results and Discussion 
The measured electrical power to the heated surface 

together with the calculated end conduction and radiation 
losses (theater)' the tube surface area, and the mean tem­
perature difference between the tube wall and the fluidized 
bed were used to obtain the average convective heat-transfer 
coefficient from 

0he, 

^tubcV^w *ft) 
(2) 

The values of the heat-transfer coefficient obtained have an 
uncertainty of less than 7.5 percent. The precision of these 
values as evaluated from data reproducibility is about 4 
percent. 

Approaches to correlation of heat transfer between a 
horizontal cylinder and a fluidized bed have been recently 
reviewed by Saxena et al. [1]. Dimensionless correlations 
include those of Vreedenberg [2], Wender and Cooper [3], 
Ainshtein [4], Andeen and Glicksman [5], and Grewal and 
Saxena [6]. The experimental results of the present study are 
compared with the correlations of Vreedenberg, Andeen and 
Glicksman, and Grewal and Saxena in Figs. 1, 2, and 3, 
respectively. The value of the bulk bed porosity in our work 
was not measured directly. For use in the Andeen-Glicksman 
correlation, the void fraction was found from the linearized 
form of the Leva condition [7], which for spherical particles is 
given by: 

l r r 2007,n 1 1 / 3 1 

2.1 (pp-ps)S-

In this and the following expressions, Ve is the gas superficial 
velocity; p is the gas viscosity; pp and pg are the particle and 
gas densities, respectively; g is the local acceleration due to 
gravity; and dp is the mean particle diameter. For the Grewal-
Saxena heat-transfer correlation, the bulk bed void fraction 
was estimated using the form given by Grewal and Saxena, 
(op. cit) 

1 M'kfem 2.1 t L \dp
2(pp-pg)g. 

It is generally assumed that if the condition, 

(Vgdp Pp/ii)<2O50 

(4) 

(5) 

is met, that the Vreedenberg correlation for fines is to be used. 
Even though satisfying this condition, however, our results 
showed a markedly poorer agreement to that correlation than 
for the coarse particle correlation. The latter correlation is 
that shown in Fig. 1. 

As expected, the mixed-bed results are underpredicted by 
all three correlations. This is considered to be a result of the 
addition of approximately 13 percent by weight of fines, even 
though this material was included in the computation of the 
mean particle size. With our results, the correlations proposed 
by Vreedenberg are inferior to those proposed by Andeen and 
Glicksman and by Grewal and Saxena; there appears to be 
little difference, however, between the agreement obtained 
with either of these latter two correlations. Specifically, the 
Vreedenberg correlation underpredicted the experimental 
data with a 22.7 percent mean rms deviation, whereas the 
Andeen and Glicksman and Grewal and Saxena correlations 
underpredicted the data by 10.3 and 17.2 mean rms deviation, 
respectively. Even though the mean rms deviation was least 
using the Andeen-Glicksman correlation, the actual 
deviations from this correlation became increasing larger with 
increasing superficial velocity. This condition was not as 
clearly evident with the other correlations used. While these 
rms deviations are not excessive for design purposes, the 
consistent underprediction of our mixed particle size, bubble 
flow, shallow bed, heat-transfer data indicates that there may 
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be a mechanistic effect not accounted for in the correlations. 
However, there is little reason to attempt to propose a 
modified correlation for mixed beds at this point based on our 
limited set of data. Such an attempt awaits the establishment 
of a broader data base of mixed-sized particle experimental 
results. 
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Aii Approximate Model of Bubble Phase Convective 
Heat Transfer to a Horizontal Tube in a Large Particle 
Fluid Bed 

R. L. Adams1 

Introduction 
The convective heat transfer within a gas bubble contacting 

a heat-transfer surface in a large particle or high pressure 
fluidized bed can be a significant fraction of the total heat 
transfer. Instantaneous local heat-transfer data for a 
horizontal tube immersed in a two-dimensional bed obtained 
by Catipovic [1] suggest that this convective contribution can 
account for as much as 30 percent of the total time-averaged 
heat transfer for a bed of 6.6-mm dia dolomite particles. 

The purpose of this note is to present an approximate 
model of bubble phase convective heat transfer to a 
horizontal tube immersed in a two-dimensional fluidized bed. 
The model makes use of the exact solution for the inviscid 
flow field within a single two-dimensional slow bubble of 
Adams [2] and the one parameter integral method of Smith 
and Spalding [3]. The effect of interstitial turbulence present 
in the bubble flow field is included as an ad hoc correction to 
the results. This makes the model much less cumbersome for 
heat-transfer estimates than the numerical model of in­
stantaneous heat transfer developed previously (see Adams 
and Welty [4, 5]) and allows calculation of the time-averaged 
bubble convective heat transfer contribution. Calculations 
based upon the model are compared with local time-averaged, 
heat-transfer data for a horizontal tube immersed in a low 
temperature two-dimensional bed obtained by Catipovic [1]. 

Analysis 

Consider a single, two-dimensional slow bubble contacting 
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a horizontal tube as shown in the inset of Fig. 1. Assuming 
that the region within the contacting bubble is free of par­
ticles, the flow field within the bubble will be determined by 
boundary conditions at the tube wall and bubble boundary 
and will be characterized by a Reynolds number based upon 
minimum fluidizing velocity and tube diameter. This 
Reynolds number is sufficiently large for cases in which 
bubble convective heat transfer is important so that viscous 
effects are confined to a thin boundary layer adjacent to the 
tube surface. Furthermore, the gas velocity at the edge of this 
boundary layer is determined from the inviscid flow field 
within the contacting bubble in accordance with classical 
boundary layer theory. 

To obtain the heat transfer to the tube surface, the one-
parameter method of Smith and Spalding [3] is used in place 
of the more complex two-equation model of boundary layer 
flow with free stream turbulence developed by Adams and 
Welty [4], Since Smith and Spalding's method does not ac­
count for free stream turbulence, a correction to the results is 
made by assuming that the amplification in heating is the 
same as that for a stagnation point flow. 

According to the method of Smith and Spalding [3] the 
local Nusselt number (here based upon D, tube diameter) is 
obtained from the following 

NuD = 
r 
J.v0 

Ub~xdx 
Ul 

Rer U» U"NuD(>
2 (1) 

where a = 9.07 P r " 0 7 , b = 2.95 Pr0 0 7 , Pr is the gas Prandtl 
number, x is the dimensionless streamwise coordinate (here 
relative to D), U is the dimensionless edge velocity (here 
relative to Umf, minimum fluidizing velocity), ReD is the 
Reynolds number based upon Umf and D, and U0 and N U 0 Q 

are evaluated at x0. 
Considering a single, two-dimensional slow bubble con­

tacting a tube (valid for large particle beds operating near 
Umf), Adams [2] has shown that the boundary layer edge 
velocity for the flow at the tube surface is independent of 
bubble size and given by 

C/=4sin0 (2) 
with 6 measured from the lower stagnation point of the tube. 
Note that this velocity distribution is identical to that for the 
case of flow past a cylinder with a free stream velocity of 2 
Umj, an empirical assumption also made by Catipovic et al. 
[6] in their estimate of total heat transfer to a horizontal tube. 
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be a mechanistic effect not accounted for in the correlations. 
However, there is little reason to attempt to propose a 
modified correlation for mixed beds at this point based on our 
limited set of data. Such an attempt awaits the establishment 
of a broader data base of mixed-sized particle experimental 
results. 
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Aii Approximate Model of Bubble Phase Convective 
Heat Transfer to a Horizontal Tube in a Large Particle 
Fluid Bed 

R. L. Adams1 

Introduction 
The convective heat transfer within a gas bubble contacting 

a heat-transfer surface in a large particle or high pressure 
fluidized bed can be a significant fraction of the total heat 
transfer. Instantaneous local heat-transfer data for a 
horizontal tube immersed in a two-dimensional bed obtained 
by Catipovic [1] suggest that this convective contribution can 
account for as much as 30 percent of the total time-averaged 
heat transfer for a bed of 6.6-mm dia dolomite particles. 

The purpose of this note is to present an approximate 
model of bubble phase convective heat transfer to a 
horizontal tube immersed in a two-dimensional fluidized bed. 
The model makes use of the exact solution for the inviscid 
flow field within a single two-dimensional slow bubble of 
Adams [2] and the one parameter integral method of Smith 
and Spalding [3]. The effect of interstitial turbulence present 
in the bubble flow field is included as an ad hoc correction to 
the results. This makes the model much less cumbersome for 
heat-transfer estimates than the numerical model of in­
stantaneous heat transfer developed previously (see Adams 
and Welty [4, 5]) and allows calculation of the time-averaged 
bubble convective heat transfer contribution. Calculations 
based upon the model are compared with local time-averaged, 
heat-transfer data for a horizontal tube immersed in a low 
temperature two-dimensional bed obtained by Catipovic [1]. 

Analysis 

Consider a single, two-dimensional slow bubble contacting 
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Fig. 1 Location of boundary layer separation within a two 
dimensional bubble contacting a horizontal tube 

a horizontal tube as shown in the inset of Fig. 1. Assuming 
that the region within the contacting bubble is free of par­
ticles, the flow field within the bubble will be determined by 
boundary conditions at the tube wall and bubble boundary 
and will be characterized by a Reynolds number based upon 
minimum fluidizing velocity and tube diameter. This 
Reynolds number is sufficiently large for cases in which 
bubble convective heat transfer is important so that viscous 
effects are confined to a thin boundary layer adjacent to the 
tube surface. Furthermore, the gas velocity at the edge of this 
boundary layer is determined from the inviscid flow field 
within the contacting bubble in accordance with classical 
boundary layer theory. 

To obtain the heat transfer to the tube surface, the one-
parameter method of Smith and Spalding [3] is used in place 
of the more complex two-equation model of boundary layer 
flow with free stream turbulence developed by Adams and 
Welty [4], Since Smith and Spalding's method does not ac­
count for free stream turbulence, a correction to the results is 
made by assuming that the amplification in heating is the 
same as that for a stagnation point flow. 

According to the method of Smith and Spalding [3] the 
local Nusselt number (here based upon D, tube diameter) is 
obtained from the following 

NuD = 
r 
J.v0 

Ub~xdx 
Ul 

Rer U» U"NuD(>
2 (1) 

where a = 9.07 P r " 0 7 , b = 2.95 Pr0 0 7 , Pr is the gas Prandtl 
number, x is the dimensionless streamwise coordinate (here 
relative to D), U is the dimensionless edge velocity (here 
relative to Umf, minimum fluidizing velocity), ReD is the 
Reynolds number based upon Umf and D, and U0 and N U 0 Q 

are evaluated at x0. 
Considering a single, two-dimensional slow bubble con­

tacting a tube (valid for large particle beds operating near 
Umf), Adams [2] has shown that the boundary layer edge 
velocity for the flow at the tube surface is independent of 
bubble size and given by 

C/=4sin0 (2) 
with 6 measured from the lower stagnation point of the tube. 
Note that this velocity distribution is identical to that for the 
case of flow past a cylinder with a free stream velocity of 2 
Umj, an empirical assumption also made by Catipovic et al. 
[6] in their estimate of total heat transfer to a horizontal tube. 
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For the contacting bubble, xg is the trailing edge location of 
the bubble so that Nu£>0 is taken as the two-dimensional 
Nusselt number for the interstitial flow at this point. Thus, 
when the approximations for NuDo of Adams [7] are used, the 
local instantaneous Nusselt number within the contacting 
bubble becomes 

NuD(d,d0)--

Pr°-7Re£,sin*0 

< sin" 

0.297e<» (3) 

where 0O locates the bubble trailing edge, dp is the particle 
diameter and e« is the bed voidage. Now, the time-averaged 
local bubble Nusselt number is obtained by assuming that the 
bubble trailing edge position, 0O, is uniformly distributed 
between the lower stagnation point (0O = 0) and the position of 
interest (0O = 0). Thus the time-averaged local bubble Nusselt 
number is 

Nuo(0) = 
1 i: NuD (0,0o)e?0o (4) 

The effect of free stream turbulence arising from the in­
terstitial flow is included by assuming that the relative change 
is given by that for stagnation point flow. Adams [7] has 
shown on the basis of a two-parameter integral method that 
for stagnation point flow 

(NuD)„. 

(NuD)„.=o 

(5) 

where fl„ is the velocity profile shape parameter and u' is the 
interstitial turbulence intensity. 

When equations (3) and (4) are combined, and equation (5) 
is used to account for the free stream turbulence effect, the 
following expression is obtained for the time-averaged local 
bubble Nusselt number 

Nurf(0) 

s/ReDPr01nvo/nv 

dd0 

sin*/20 rJl.l3fsin-M01 + ^ 7 - ^ 
J o >l J e0 1 -

(6) 

D 

Note that the r.h.s. of equation (6) serves as an influence 
coefficient which depends primarily upon 0, since b is a weak 
function of Prandtl number and the second term under the 
radical is small. 

In conjuction with equation (6), it is also necessary to know 
the location of boundary layer separation within the con­
tacting bubble so that the results can be properly applied. The 
separation location will depend upon the trailing edge 
location of the bubble (0O); however, estimates made using 
Thwaites method (see, e.g., White [3]) give boundary layer 
separation at 0 = 1.8 radians (103 deg) for 0O up to 1 radian 
(57.3 deg). For 0O > 1 radian, the location of separation 
asymptotically approaches 0O. These results are shown in Fig. 
1. From these results it would seem that contacting slow 
bubbles which do not surround the tube should not exist on 
the upper part of the tube, because the reverse flow produced 
would cause the bubble leading edge to collapse at the tube 
surface. This observation seems to be consistent with the 
results of experimental studies of bubble/tube interaction 
performed by Hagar and Thomson [8]. 

Comparison With Experiment 
The time-averaged local bubble Nusselt number parameter 

given by equation (6) is shown for particle sizes of 1.3 to 6.6-
mm dia and for a 50.8-mm dia horizontal tube in Fig. 2. For 
these calculations, the bed voidage was assumed to be 0.5, and 
the gas Prandtl number was taken as 0.72. The theoretical 
values of the heat-transfer parameter are seen to be relatively 
insensitive to position (except near the lower stagnation point, 
0 = 0) and particle size. Shown with the calculated values are 
experimental results based upon Catipovic's [1] minimum 
local heat-transfer coefficients obtained in a cold, two-
dimensional bed and with an assumed turbulence intensity, 
u', of 0.2 based upon measurements by Galloway and Sage 
[9]. The theoretical values based upon single bubble contact 
compare at least qualitatively with the experimental results 
with reasonable agreement at 0 = 0 and ir/2 (except for 1.3-
mm dia particles at 0 = 0). However, there are uncertainties in 
the comparison; the experimental results represent the effects 
of multiple bubble interaction, the bubbles are not circular, 
and minimum heat-transfer levels may not always represent 
bubble levels. Since bubble convective heat transfer accounts 
for about 30 percent or less of the total heat transfer for most 
cases of interest, the model would seem to provide a 
reasonable estimate of the effect in two-dimensional beds 
and, due to its fundamental nature, can be extended beyond 
the cases covered by Catipovic's experiments. The extension 

0.8 1.0 
e (RAD) 

Fig. 2 Time-averaged local Nusselt number parameter for a con­
tacting bubble with W = 0.2, Pr = 0.72, and Coo = 0.5 
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of the model to the three-dimensional case could be ac­
complished by increasing the bubble through flow velocity by 
a factor of 1.5 as suggested by Catipovic et al. [6] and ac­
cording to the isolated bubble fluid mechanical theory of 
Davidson [10]. This would result in 22 percent increase in heat 
transfer relative to the two-dimensional case. However, 
rigorous treatment of three-dimensional bubble convective 
heat transfer awaits solution of the inviscid flow field 
problem for three-dimensional bubble contact. 
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Incipient Vapor Nucleation of Methanol From an 
Artificial Site - Uniform Superheat 

T. R. Jemison1, R.J. Rivers2, and R. Cole3 

function / equals unity when r/Rc > 1 and is dependent upon 
cavity geometry and contact angle for r/Rc < 1, as discussed 
in [1]. Here r is the radius of curvature of the vapor-liquid 
interface. For cylindrical cavities such as used in this study, 
geometrical considerations show that r/Rc is always greater 
than or equal to unity. Thus the appropriate equation is 

T-T,= 
2oT< 

(2) 
p„AHvRc 

Because of the excellent wetting properties of most organic 
liquids, experimental measurements of incipient nucleation 
from artificial cavities in uniformly superheated systems have 
previously been limited to water. In effect, the organic liquids 
fill the cavities prior to nucleation, rendering them inactive. 
Thus experimental verification of equation (2) has, to this 
point, been limited to a single fluid. 

This note describes a modification of the Griffith-Wallis 
experimental technique [2] which circumvents the filling 
problem and allows the procedure to be extended to include 
organic liquids. Additionally, some preliminary experimental 
data using methanol are presented and compared with 
equation (2) and with previous water data [3]. 

Experimental System and Procedure 
The test surface used in this study is the same as that 

reported as test surface 1 in [3], and from which superheat 
data on water had been obtained and reported. It consisted of 
a 50 mm x 50 mm by 0.5 mm thick copper sheet which was 
metallurgically polished prior to precision drilling of the 
nucleation site. The site was originally cylindrical (except at 
the bottom where it was conical) with a mean cavity mouth 
radius of 24.1 ton and a depth of 240 tim. Following a number 
of years of only intermittent use, all of the nucleation sites 
were remeasured for this study. All of the radii were the same 
within the uncertainty limits of the optical micrometer. Thus 
the cavity mouth radius for the site on test surface 1 is here 
reported as 23.4 (im. Interestingly, the depressions surround­
ing the original cavities (and reported in [3]) were not ob­
served this time. It seems reasonable to assume that the 
surfaces had been repolished in the interval. 

The experimental system is shown schematically in Fig. 1. 
The boiling tank was a large test tube, specially tapered to 
cause the test surface to drop to approximately the same 
position for each run. The temperature was measured at the 
level of the nucleation cavity by a calibrated copper-
constantan thermocouple referenced to the ice point. To 
prevent large quantities of condensate from dripping back 

Introduction 
The onset of boiling in most engineering systems is thought 

to be a result of nucleation from a pre-existing gas or vapor 
phase entrapped in surface imperfections [1]. For vapor filled 
cavities, under constant temperature conditions, the superheat 
required for the vapor to emerge from, and "cap" the cavity 
is given by 

2oTs T-Ts= — (1) 
PvAHvRJ 

where T is the system temperature. Ts is the saturation 
temperature corresponding to the system pressure, a is the 
surface tension, pv is the vapor density, AHV is the latent heat 
of vaporization, and Rc is the cavity mouth radius. The 
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of the model to the three-dimensional case could be ac­
complished by increasing the bubble through flow velocity by 
a factor of 1.5 as suggested by Catipovic et al. [6] and ac­
cording to the isolated bubble fluid mechanical theory of 
Davidson [10]. This would result in 22 percent increase in heat 
transfer relative to the two-dimensional case. However, 
rigorous treatment of three-dimensional bubble convective 
heat transfer awaits solution of the inviscid flow field 
problem for three-dimensional bubble contact. 
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function / equals unity when r/Rc > 1 and is dependent upon 
cavity geometry and contact angle for r/Rc < 1, as discussed 
in [1]. Here r is the radius of curvature of the vapor-liquid 
interface. For cylindrical cavities such as used in this study, 
geometrical considerations show that r/Rc is always greater 
than or equal to unity. Thus the appropriate equation is 

T-T,= 
2oT< 

(2) 
p„AHvRc 

Because of the excellent wetting properties of most organic 
liquids, experimental measurements of incipient nucleation 
from artificial cavities in uniformly superheated systems have 
previously been limited to water. In effect, the organic liquids 
fill the cavities prior to nucleation, rendering them inactive. 
Thus experimental verification of equation (2) has, to this 
point, been limited to a single fluid. 

This note describes a modification of the Griffith-Wallis 
experimental technique [2] which circumvents the filling 
problem and allows the procedure to be extended to include 
organic liquids. Additionally, some preliminary experimental 
data using methanol are presented and compared with 
equation (2) and with previous water data [3]. 

Experimental System and Procedure 
The test surface used in this study is the same as that 

reported as test surface 1 in [3], and from which superheat 
data on water had been obtained and reported. It consisted of 
a 50 mm x 50 mm by 0.5 mm thick copper sheet which was 
metallurgically polished prior to precision drilling of the 
nucleation site. The site was originally cylindrical (except at 
the bottom where it was conical) with a mean cavity mouth 
radius of 24.1 ton and a depth of 240 tim. Following a number 
of years of only intermittent use, all of the nucleation sites 
were remeasured for this study. All of the radii were the same 
within the uncertainty limits of the optical micrometer. Thus 
the cavity mouth radius for the site on test surface 1 is here 
reported as 23.4 (im. Interestingly, the depressions surround­
ing the original cavities (and reported in [3]) were not ob­
served this time. It seems reasonable to assume that the 
surfaces had been repolished in the interval. 

The experimental system is shown schematically in Fig. 1. 
The boiling tank was a large test tube, specially tapered to 
cause the test surface to drop to approximately the same 
position for each run. The temperature was measured at the 
level of the nucleation cavity by a calibrated copper-
constantan thermocouple referenced to the ice point. To 
prevent large quantities of condensate from dripping back 

Introduction 
The onset of boiling in most engineering systems is thought 

to be a result of nucleation from a pre-existing gas or vapor 
phase entrapped in surface imperfections [1]. For vapor filled 
cavities, under constant temperature conditions, the superheat 
required for the vapor to emerge from, and "cap" the cavity 
is given by 

2oTs T-Ts= — (1) 
PvAHvRJ 

where T is the system temperature. Ts is the saturation 
temperature corresponding to the system pressure, a is the 
surface tension, pv is the vapor density, AHV is the latent heat 
of vaporization, and Rc is the cavity mouth radius. The 
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Fig. 2 Deactivation superheat versus system pressure 

into the boiling tube and subcooling the liquid, the vapor was 
passed to a water cooled trap. The trap was, in turn, con­
nected to a mercury £/-tube manometer. A vacuum was drawn 
on the system by means of a vacuum pump and controlled by 
a Cartesian manostat. In order to heat the methanol in the test 
tube as uniformly as possible, it was placed in a large heated 
oil bath. 

Procedure 
The previous operating procedure [2, 3] had been to place 

the test surface in the liquid filled test tube, raise the system 
temperature to the desired value, and draw a vacuum on the 
system causing it to become uniformly superheated and 
simultaneously causing the nucleation site to activate. Un­
fortunately this procedure does not work with liquids which 
wet the surface well. By the time that the system reaches the 
desired temperature, the cavity has filled with liquid and is 
unable to activate, when the pressure is reduced. (Nucleation 
could occur by a molecular mechanism if a sufficient 
superheat could be achieved). One means by which the 
problem may be overcome is by introducing the test surface 
into the liquid after it has been superheated to the desired 
level. This was accomplished in these experiments by holding 
the test surface in a retractable claw such that, although a 
portion of the surface was in the superheated methanol, the 
nucleation cavity itself was in the vapor phase. Once the 
system temperature had been brought to the desired value 
(333-338 K), the system pressure had been reduced to yield the 
desired initial level of superheat (~5K), and an apparent 
equilibrium had been achieved, the claws were extended and 
the test surface allowed to drop into the superheated 
methanol. The resulting "explosion" generally caused a loss 
of perhaps 25 percent of the system methanol out through the 
vacuum line. In some instances the explosion was so violent 
that too much of the methanol was lost and the run had to be 
terminated. In all instances the superheat dropped by several 
degrees as a result of the vaporization, so that it was necessary 
to wait for the superheat to be re-established. Now, however, 
the site was active and continually producing bubbles. The 
system temperature was then allowed to decrease very slowly 
(1 K per 10 min, maximum) by decreasing the heat input to the 
surrounding oil bath. Near cessation, the rate of temperature 
change was about 10 times less than the maximum, or 0.1 K 
per 10 min. The temperature was recorded within 5 s of 
cessation and the manometer reading within one min (the 
latter was not critical because the pressure remained con­
stant). The remaining data - barometric pressure and liquid 
head above the nucleation site - were recorded shortly after. 
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Fig. 3 Dimensionless representation of experimental data 

Results and Discussion 
Experimental superheats in this study were measured only 

at cessation. As the condition of cessation of boiling activity is 
a matter of judgment, a waiting period of one min was strictly 
adhered to. If a bubble did not appear by the end of that time, 
the superheat was recorded and the liquid reheated in an 
attempt to determine the emergent superheat. In the water 
studies reported in [3], this was sometimes possible and only 
the inability to reheat rapidly enough and the use (in that 
study) of a slow response thermocouple, prevented obtaining 
reliable data. In this study, the excellent wetting properties of 
the methanol caused the cavity to die (i.e., fill with liquid) 
almost instantly upon deactivation. Thus, in no instance was 
it possible to reactivate a nucleation cavity in this study, after 
bubbling had ceased. In fact, it is felt that quite often, 
premature deactivation occurred, resulting in the measured 
deactivation superheat being on the high side. Such deac­
tivation was usually characterized by the sudden appearance 
of an abnormally large vapor bubble. 

The experimental results are presented in Figs. 2 and 3. In 
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Fig. 2, the data are plotted as deactivation superheat versus 
system pressure (the experimental parameter) and compared 
with the predictions of equation (2). Also shown, for purposes 
of comparison, are some of the water data from [3]. The 
square symbols represent the water data from the same cavity 
as used in this study. The triangles represent water data from 
two cavities (test surfaces 2 and 4 of [3]) which had ap­
proximately the same cavity mouth radius. One was cylin­
drical and the other was conical. The deviation of the data 
from the predictions of equation (2) seem to be similar for all 
of the surfaces, except that the methanol data has a positive 
deviation and the water a negative deviation. It is felt that the 
positive deviation of the methanol data is due to premature 
deactivation as earlier discussed (excellent wetting properties 
of methanol); the negative deviation of the water data is 
however a result of only one theoretical line being drawn for 
each test surface. In the original study, the cavities were found 
to be located in a circular depression. When the radius of the 
depression is substituted into equation (2) and plotted versus 
pressure, the deviation is positive, and the two curves nearly 
bracket the experimental data. These curves are represented 
by the dashed lines in Fig. 2 (water data only). 

The data are replotted in Fig. 3 in dimensionless form. All 
of the water data reported in [3] are represented here. The 
solid 45 deg line represents the predictions of equation (2); 
i.e., the ordinate and abscissa are equal. The dashed lines 
represent the experimental uncertainty band about the 
theoretical curve as determined by the procedure in [4] using 
an uncertainty of 20 percent in the superheat (AT) and 10 
percent in the cavity mouth radius. Data falling within the 
band are assumed to be in agreement with the prediction. Of 
the fifteen data points for water, only two fall outside of the 
band. Of those for methanol, seven of eighteen fall outside of 
the band. 

Cole [5] has shown that for cylindrical cavities, a contact 
angle less than TT/4 rads yields a very unstable nucleation 
cavity. It appears that as long as the system superheat is 
greater than that required by the cavity mouth radius 
(equation (2)), and that the vapor volume is sufficiently high 
so the required superheat as given by the curvature \/r does 
not exceed the system superheat, the cavity will continue to 
bubble. If, however, the system superheat drops below that 
given by equation (2), or due to dynamic effects, the liquid 
penetrates too deeply into the cavity, the vapor will condense 
and the cavity will fill with liquid and die. The latter effect is 
believed to be the reason for seven of eighteen methanol data 
points having deactivation superheats outside of the un­
certainty band. A deeper cavity should yield more consistent 
results. 

Conclusions 
A modification of the experimental procedure for obtaining 

deactivation superheats has resulted in the first such in­
formation on fluids other than water. In general, the data are 
in agreement with the entrapped vapor model of boiling 
nucleation. The data also exhibit the instabilities predicted by 
the model for well wetting liquids in not-too-deep cavities. 
These instabilities, resulting in premature deactivation by 
liquid penetration into the cavity, and subsequent con­
densation of the vapor, are believed to have caused seven to 
eighteen data points to lie outside of the band of experimental 
uncertainty. Increasing the ratio of depth to mouth radius is 
expected to minimize this effect. 
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Film Breakdown and Bundle-Depth Effects in 
Horizontal-Tube, Falling-Film Evaporators 

J. J. Lorenz1 and D. Yung1 

Introduction 
In a horizontal-tube, falling-film evaporator, a working 

fluid is fed to the top of a bundle of heated horizontal tubes, 
and the fluid evaporates as it flows filmwise over the tube 
surfaces. The unevaporated liquid from any given tube falls 
(drips) onto the next lower tube in the bundle. This type of 
evaporator with ammonia as the working fluid is a leading 
candidate for use in Ocean Thermal Energy Conversion 
(OTEC) power systems. In support of the development of 
OTEC heat exchangers, a number of experimental studies 
were conducted with single tubes [1-3]. But questions have 
arisen concerning the applicability of the single-tube data to 
the design of large-scale evaporators. Recently, the authors 
participated in a test of a large-scale, falling film evaporator 
for OTEC [4]. Some remarkable differences - and 
similarities - were discovered between these large-bundle test 
results and the single-tube test results of references [1-3]. The 
purpose of this paper is to compare the single-tube data with 
the present large-bundle data in an effort to shed some light 
on two important questions: (0 heat-transfer performance 
degradation resulting from film breakdown, and («') heat-
transfer coefficient variations with bundle depth. 

Large-Bundle Tests 
A horizontal-tube, falling-film evaporator was tested as 

part of a program to evaluate the performance of large-scale 
OTEC heat exchangers under actual conditions in an ocean 
environment. Details of this test program, known as the 
OTEC-1 Power System Test Program, are reported in [4]. 

The evaporator was a single-pass, shell-and-tube heat 
exchanger, 16.5-m long and having a 4-m dia shell. The unit 
was unique in that it consisted of "two separate bundles (a 
plain-tube upper bundle and an enhanced-tube lower bundle) 
enclosed within a single cylindrical shell. Each bundle could 
be tested separately. Only results for the plain-tube bundle are 
presented herein. 

The plain-tube portion of the heat exchanger consisted of 
3000 titanium tubes, having a 2.54 cm o.d. and arranged in a 
30 deg triangular tube-field layout with a pitch-to-diameter 
ratio of 1.25. This produced a vertical spacing of 0.64 cm 
between the tubes. The overall envelope of the plain bundle 
was rectangular, consisting of one hundred columns of tubes 
with thirty tubes in each column. 

Ammonia liquid was directed onto the tubes from a set of 
spray nozzles located at the top of the bundle. Nominally, the 
shell-side saturation temperature was set at 22.2°C. The heat 
source was warm seawater, which flowed inside the tubes, 
entering at 26.6°C and exiting at about 24.4°C. (In contrast, 
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Fig. 2, the data are plotted as deactivation superheat versus 
system pressure (the experimental parameter) and compared 
with the predictions of equation (2). Also shown, for purposes 
of comparison, are some of the water data from [3]. The 
square symbols represent the water data from the same cavity 
as used in this study. The triangles represent water data from 
two cavities (test surfaces 2 and 4 of [3]) which had ap­
proximately the same cavity mouth radius. One was cylin­
drical and the other was conical. The deviation of the data 
from the predictions of equation (2) seem to be similar for all 
of the surfaces, except that the methanol data has a positive 
deviation and the water a negative deviation. It is felt that the 
positive deviation of the methanol data is due to premature 
deactivation as earlier discussed (excellent wetting properties 
of methanol); the negative deviation of the water data is 
however a result of only one theoretical line being drawn for 
each test surface. In the original study, the cavities were found 
to be located in a circular depression. When the radius of the 
depression is substituted into equation (2) and plotted versus 
pressure, the deviation is positive, and the two curves nearly 
bracket the experimental data. These curves are represented 
by the dashed lines in Fig. 2 (water data only). 

The data are replotted in Fig. 3 in dimensionless form. All 
of the water data reported in [3] are represented here. The 
solid 45 deg line represents the predictions of equation (2); 
i.e., the ordinate and abscissa are equal. The dashed lines 
represent the experimental uncertainty band about the 
theoretical curve as determined by the procedure in [4] using 
an uncertainty of 20 percent in the superheat (AT) and 10 
percent in the cavity mouth radius. Data falling within the 
band are assumed to be in agreement with the prediction. Of 
the fifteen data points for water, only two fall outside of the 
band. Of those for methanol, seven of eighteen fall outside of 
the band. 

Cole [5] has shown that for cylindrical cavities, a contact 
angle less than TT/4 rads yields a very unstable nucleation 
cavity. It appears that as long as the system superheat is 
greater than that required by the cavity mouth radius 
(equation (2)), and that the vapor volume is sufficiently high 
so the required superheat as given by the curvature \/r does 
not exceed the system superheat, the cavity will continue to 
bubble. If, however, the system superheat drops below that 
given by equation (2), or due to dynamic effects, the liquid 
penetrates too deeply into the cavity, the vapor will condense 
and the cavity will fill with liquid and die. The latter effect is 
believed to be the reason for seven of eighteen methanol data 
points having deactivation superheats outside of the un­
certainty band. A deeper cavity should yield more consistent 
results. 

Conclusions 
A modification of the experimental procedure for obtaining 

deactivation superheats has resulted in the first such in­
formation on fluids other than water. In general, the data are 
in agreement with the entrapped vapor model of boiling 
nucleation. The data also exhibit the instabilities predicted by 
the model for well wetting liquids in not-too-deep cavities. 
These instabilities, resulting in premature deactivation by 
liquid penetration into the cavity, and subsequent con­
densation of the vapor, are believed to have caused seven to 
eighteen data points to lie outside of the band of experimental 
uncertainty. Increasing the ratio of depth to mouth radius is 
expected to minimize this effect. 
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Introduction 
In a horizontal-tube, falling-film evaporator, a working 

fluid is fed to the top of a bundle of heated horizontal tubes, 
and the fluid evaporates as it flows filmwise over the tube 
surfaces. The unevaporated liquid from any given tube falls 
(drips) onto the next lower tube in the bundle. This type of 
evaporator with ammonia as the working fluid is a leading 
candidate for use in Ocean Thermal Energy Conversion 
(OTEC) power systems. In support of the development of 
OTEC heat exchangers, a number of experimental studies 
were conducted with single tubes [1-3]. But questions have 
arisen concerning the applicability of the single-tube data to 
the design of large-scale evaporators. Recently, the authors 
participated in a test of a large-scale, falling film evaporator 
for OTEC [4]. Some remarkable differences - and 
similarities - were discovered between these large-bundle test 
results and the single-tube test results of references [1-3]. The 
purpose of this paper is to compare the single-tube data with 
the present large-bundle data in an effort to shed some light 
on two important questions: (0 heat-transfer performance 
degradation resulting from film breakdown, and («') heat-
transfer coefficient variations with bundle depth. 

Large-Bundle Tests 
A horizontal-tube, falling-film evaporator was tested as 

part of a program to evaluate the performance of large-scale 
OTEC heat exchangers under actual conditions in an ocean 
environment. Details of this test program, known as the 
OTEC-1 Power System Test Program, are reported in [4]. 

The evaporator was a single-pass, shell-and-tube heat 
exchanger, 16.5-m long and having a 4-m dia shell. The unit 
was unique in that it consisted of "two separate bundles (a 
plain-tube upper bundle and an enhanced-tube lower bundle) 
enclosed within a single cylindrical shell. Each bundle could 
be tested separately. Only results for the plain-tube bundle are 
presented herein. 

The plain-tube portion of the heat exchanger consisted of 
3000 titanium tubes, having a 2.54 cm o.d. and arranged in a 
30 deg triangular tube-field layout with a pitch-to-diameter 
ratio of 1.25. This produced a vertical spacing of 0.64 cm 
between the tubes. The overall envelope of the plain bundle 
was rectangular, consisting of one hundred columns of tubes 
with thirty tubes in each column. 

Ammonia liquid was directed onto the tubes from a set of 
spray nozzles located at the top of the bundle. Nominally, the 
shell-side saturation temperature was set at 22.2°C. The heat 
source was warm seawater, which flowed inside the tubes, 
entering at 26.6°C and exiting at about 24.4°C. (In contrast, 
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electrical heating was used in the single-tube experiments of 
references [1-3].) The inlet and outlet waterboxes of the heat 
exchanger were instrumented with sets of Resistance Tem­
perature Detectors (RTDs), such that both bundle-average 
and local tube-to-tube variations could be measured. Overall 
heat-transfer coefficients (i.e., combined ammonia-side, 
water-side, and tube wall)2 were calculated in the usual 
manner from measured temperatures and flows. Then the 
separate ammonia-side heat-transfer coefficient was deter­
mined from the overall heat-transfer coefficient by sub­
tracting the tube-wall thermal conductance and the forced-
convective heat-transfer coefficient on the seawater side — 
where the latter coefficient was calculated from the Petukhov-
Popov correlation [5], With this data reduction procedure, the 
uncertainty in the ammonia-side heat-transfer coefficient was 
estimated to be ± 10 percent. 

Results 
Figure 1 shows a comparison between the large-bundle data 

of the present study and the single-tube data of references 
[1-3]. Results are plotted in terms of dimensionless ammonia-
side heat-transfer coefficient versus film Reynolds number, 
Re = 4V//J., where IT is the liquid flowrate per unit length of 
tube. To facilitate comparison with the single tube results, the 
Reynolds number for the bundle is based on the calculated 
amount of liquid reaching the bottom row of tubes (i.e., row 
number 30). The ammonia-side heat-transfer coefficient of 
the bundle is the bundle-average value. 

Film Breakdown. Figure 1 shows that, as Re is reduced, 
the bundle data follow the single tube data until a critical 
(minimum) Reynolds number of Re-300 is reached. Below 
this critical value, the heat-transfer coefficient of the bundle 
decreases, while the heat-transfer coefficient of the single 
tubes increases. The drop-off in the heat-transfer coefficient 
of the bundle reflects the onset of film breakdown (dry-patch 
formation) on the lowermost rows of tubes. Film breakdown 
occurs when the liquid flowrate is too low (or the heat flux too 
high) to sustain a continuous liquid film on the tube surface. 
(See [6-8] for a discussion of the fundamental mechanism of 
film breakdown.) The critical Reynolds number is an im­
portant design parameter because it dictates the minimum 
flowrate of liquid that must reach the lowermost tubes to 
ensure complete wetting and, hence, maximum performance 
of the evaporator. 

The single-tube data are quite different from the bundle 
data. For single tubes, no drop-off in the heat-transfer 
coefficient is observed at some critical Reynolds number, 
implying that film breakdown did not occur. In fact, the 
single-tube heat-transfer coefficient increases slightly as the 
film gets progressively thinner at the lower Reynolds num­
bers. This apparent absence of film breakdown might be 
attributable to the very careful and controlled manner in 
which the liquid was fed to the single tubes. In a large bundle, 
on the other hand, the feed to the lower rows of tubes cannot 
be directly controlled but depends on the history of the fluid 
as it drips from tube to tube in the bundle. The cumulative 
effect of slight tube misalignments, coupled with per­
turbations due to vapor crossflow3 and ship motion, can 
produce flow nonuniformities and instabilities which ac­
celerate the onset of film breakdown. 

Another possible explanation for the variance between the 
single-tube results and the bundle results is that film break­
down did occur in the single-tube tests, but because the 
measurements were localized (generally instrumentation was 
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It should be pointed out that the biofouling thermal resistance was 
measured by special biofouling monitoring, devices and was found to be 
negligibly small. 

The vapor crossflow velocities were relatively small and not sufficient to 
cause gross entrainment and deflection of the liquid. 

Fig. 1 Comparison between large-bundle data and single-tube data 
for ammonia evaporating on smooth horizontal tubes 

placed only in a few planes along the length of the tube), the 
dry patches were missed. Indeed, at very low Re, nonwetting 
behavior was observed in the single-tube experiments of 
references [1-3]. Moreover, it appears that the reported heat-
transfer coefficients were for the wetted portions of the tubes 
and, hence, did not reflect the influence of dry patches. 

The critical Reynolds number of Re = 300, obtained in this 
study, is not universal. Heat exchangers having different 
working fluids and operating conditions will generally require 
a different critical flowrate. Heat flux, surface tension, and 
even tube spacing can influence film breakdown [7, 8]. In the 
absence of experimental data on film breakdown for a par­
ticular evaporator design, [7, 8] might provide insight on how 
to extrapolate the results of the present study. 

Bundle-Depth Effects. For Re > 300, where most of the 
tube surfaces are fully wetted, Fig. 1 shows that the average 
heat-transfer coefficient of the bundle is equal to the heat-
transfer coefficient of a single tube. A limited number of 
measurements taken inside the bundle (not plotted) revealed 
that the local (i.e., not at a point, but an entire tube) heat-
transfer coefficients were fairly uniform over the bundle cross 
section. The local coefficients generally fell within ±10 
percent of the bundle-averaged value, and there was no 
systematic variation in the heat-transfer coefficient with 
bundle depth. 

Conclusions 
Large-bundle test results were compared with single-tube 

test results in an effort to shed some light on the questions of 
film breakdown and bundle-depth effects in horizontal-tube, 
falling-film evaporators. 

It was found that single tube results do not properly reflect 
the film breakdown behavior of large bundles. Below a 
critical Reynolds number of Re = 300, where film breakdown 
occurred in the bundle test, the heat-transfer coefficients were 
lower than those that were reported for single tubes. 

For Re > 300, where the majority of tubes are fully wetted, 
the average heat-transfer coefficient of the bundle was found 
to be equal to the heat-transfer coefficient of a single tube. No 
bundle-depth variations in the heat-transfer coefficient were 
observed. 

In a strict sense, these results apply only to falling-film 
evaporators having thirty rows of tubes wetted by a single 
feed system at the top and operating with ammonia at low 
heat fluxes, typical of OTEC. Nevertheless these results 
provide valuable insight into the general applicability of 
single-tube data to the design of large-scale evaporators. 
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1 The presentation of technical papers which will provide a basis for research workers to evaluate the 
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and the development of novel concepts within the field 
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• Separated and Near-Wake Flows—Chairman, K. Stewartson 
• Flow Around Wings, Ships, and Missiles—Chairman, D. Bushnell 

Contributions to these Sessions are welcome and should be forwarded, in abstract form, to T. Cebeci 
before October 4, 1982. 

• A Panel Session to consider the question, "What should be the priorities for future research on 
calculation methods for lifting bodies?"—Chairman, J. H. Whitelaw 
A volume of proceedings will be available for participants at the beginning of the Symposium. 
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